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Summary 

 

Disentangling the complex relationships between HIV and AIDS and poverty has proven to be 

methodologically difficult and many studies to date have tried to quantify their respective 

contribution to households’ vulnerability, in Sub-Saharan Africa (Gillespie 2006; Carter, May et 

al. 2007; Gillespie, Greener et al. 2007; Gillespie, Kadiyala et al. 2007). Is AIDS exacerbating 

poverty or is the latter contributing to the spread of the epidemic, in Sub-Saharan Africa? 

The literature has been mostly concerned with two econometric issues, inherent to the estimation 

of the impact of HIV and AIDS mortality on household welfare: the potential endogeneity of 

adult death and household unobserved heterogeneity. Adult mortality can be endogenous when is 

a function of unobservable characteristics of the households and the deceased individual; 

unobserved heterogeneity occurs when unobserved characteristics of the household and the 

individual affect the outcome variable of interest, i.e. the welfare or poverty indicator of interest, 

and also the likelihood of having a death in the household (Chapoto and Jayne 2006). 

Some recent work by Murtin and Marzo (2008) has also addressed the endogeneity of AIDS 

mortality to welfare outcomes methodologically using Bayesian estimation. 

While the relevant literature has mostly been concerned with such issues, there is no evidence to 

date on the implications of poor welfare proxies while estimating the impact of HIV and AIDS 

mortality on household consumption, or broadly its welfare. However, acknowledgement that 

poverty measurement is often based on contaminated data is widely recognized in the 

econometrics literature (Chavez-Martin del Campo 2004; Pudney, Francavilla et al. 2006; 

Nicoletti, Peracchi et al. 2007). The latter has been mostly concerned with the reliability of 

poverty rate in the presence of mis-measured and contaminated (survey) data. Possible ways in 

which measurement error can plague poverty measurement is via 1) the way the poverty line is 

set (i.e. neglecting individual heterogeneity in the cost of basic needs, for instance); 2) when 

arbitrary imputation procedures are implemented to take into account missing data and 

measurement error, and 3) when the welfare indicator of interest (i.e. income and consumption) 

is reported with error by respondents. A number of approaches have been employed in the 

econometrics literature to take into account the effect of measurement error on poverty 

measurement; among others: the classical error measurement model, mixture models and partial 

identification of the poverty rate in the presence of contaminated data.  



As far as missing data, the approaches used by statisticians mainly fall within the realm of 

imputations and weighting methods, (often) assuming  a missing at random (MAR) assumption 

i.e. the probability of a datum missing does not depend on the unobserved data, given the 

observed data.  

Econometricians instead treat missing data in terms of selection bias due to observed and 

unobserved variables, imposing different kind of assumptions on the distribution of the missing 

data.  

 

This paper develops a customised approach that sequentially addresses issues of measurement 

error and missing data in the consumption modules of the ACDIS data. As such we specifically 

try and offer a methodological “trait d’union” between the econometrics literature and the 

biomedical/statistical literature. The approach combines methods that deal with censored 

observations (tobit models), with methods - multiple imputation techniques, (Paulin and Ferraro 

1994; Little and Rubin 2002), specifically multiple imputation by chained equation - MICE (Van 

Buuren and Oudshoorn 1999; Royston 2004; Royston 2005) that take into account missing data 

and generate standard errors that reflect the uncertainty due to the imputation. Estimates of 

household consumption are in fact sensitive to both issues (Ardington, Lam et al. 2006). 

Secondly, it aims at assessing the extent to which contaminated data can affect poverty measures. 

This research is instrumental to study the changes in consumption-poverty induced by AIDS 

mortality in Kwazulu-Natal.  

 

The paper is structured as follows. After evaluating the quality of the consumption module in the 

ACDIS data taking into account the standard practice as described in Deaton and Zaidi’s 

recommendations for constructing consumption aggregates (Deaton and Zaidi 2002), different 

imputation methodologies  to partially address these problems will be compared and tested.  

Three scenarios are produced and compared: 1) consumption-based poverty indicators based on a 

scenario with no imputation (naïve scenario); 2) a crude imputation scenario where missing 

items are imputed with cluster medians (i.e. missing prices or unit values are replaced by the 

median of “similar” households in the neighborhood or geographical area, Deaton and Zaidi 

2002) and 3) our customized approach. Substantially it consists of dividing the imputation 

process into three steps: the treatment of positive outliers (only non-zero values), the treatment of 

zeros, and the missing data treatment. 



The robustness of results is evaluated and, the validity of the use of multiple imputation is 

assessed in this paper. 

 

The emphasis in this paper is thus put on issues of data quality and reliability of estimates; 

specifically to what extent we can estimate and say something meaningful about the impact of 

AIDS mortality on household welfare when the consumption-based welfare indicator of interest 

(poverty) is measured with error? In the presence of a negative scenario, are asset indices clearly 

a second and necessary best? 

The final aim of this work would be to measure the impact of AIDS mortality on consumption 

poverty, longitudinally, in the presence/absence of imputation and compare the results. By 

attaching a measure of uncertainty to the consumption-based poverty indicator, we will quantify 

to what extent the latter exercise can bias an assessment of the impact of AIDS mortality on 

household welfare and thus poverty. 



Introduction: poverty measurement  

 

Any measurement of poverty, broadly defined as “not having enough today in some dimensions 

of well-being”, starts with defining the welfare indicator of interest (Ravallion 1992). 

Household welfare can be measured based on a money-metric approach, i.e. by aggregating all 

the income or consumption components at household level (Deaton 2003). Other approaches 

exist in the literature, “non-money metric approaches”  i.e based on other dimensions of well-

being, such as health, nutrition and assets (Filmer and Pritchett 1998). 

This is not the place to deal with the theoretical issues underlying the choice between income and 

consumption as appropriate indicators of wellbeing. Generally measurement of household 

wellbeing has proven to be difficult given the reluctance of respondents to openly disclose their 

welfare in most settings. 

There is a vast literature and particularly the seminal publication by Deaton and Zaidi (2002) 

which covers the issues just mentioned and summarizes strengths and weaknesses in detail. An 

accurate quantification of income components (production surplus, wages, remittances, pensions, 

borrowing), non-cash incomes, and households proxy flows (i.e. rent of own house) has proven 

to be challenging in socio-economic surveys that aim at measuring income poverty. 

Conceptually, income is a flow, subject to seasonality effects (drought shocks in agricultural 

settings), and volatility (unemployment and illness shocks that could all cause a temporary 

interruption in such a flow). As a consequence, measures of poverty based on income often fail 

to identify households’ vulnerability to poverty.  

On the other side, there is some consensus in the literature in favour of the measurement of 

household welfare based on consumption (expenditures), as this seems to provide a better 

representation of household permanent income. However the latter is also prone to difficulties 

given households complex expenditure patters (which can have varying timeframes, i.e. 

measured on a monthly or yearly basis for instance). Moreover households can forget the exact 

amount of quantities purchased, and their relative prices (recall loss).  

 

Data 

 

The Africa Centre Demographic Information System (ACDIS)  has been collecting data on more 

than 11,000 households and 85,000 individuals in part of the Umkhanyakude district of  

KwaZulu-Natal since the beginning of 2000 (Hosegood and Timaeus 2005; Tanser, Hosegood et 

al. 2007).  

Households visited every 6 months to obtain reports of births, deaths, migration and changes in 

household membership (rounds). Detailed socioeconomic data (HSE), including household 

expenditure data, are collected on alternate visits. Verbal autopsies are used to determine causes 

of death. This analysis specifically employ three socio-economic waves, specifically HSE 2 –

which has been collected during  2003- 2004; HSE 3 (2005) and HSE 4 (2006). 



The ACDIS datasets present the methodological problem of missing data and measurement error 

(presence of zero values) in the consumption module of each socio-economic wave.  Missing 

data arise from the failure to obtain a complete response from all individuals included in a survey 

sample. They may occur because individuals refuse to return their questionnaire (unit non-

response) or do not provide an answer for some of the questions (item non-response), and may 

depend on both respondents’ attitudes and survey procedures. Statisticians have acknowledged 

the impact of these types of non-sampling errors on poverty estimates (Ardington, Lam et al. 

2006). 

 

Objective of the paper 

 

The objective of this research is multi-fold. It aims at answering the following questions:  

1. What are the implications of poor welfare proxies while estimating the impact of HIV 

and AIDS mortality on household welfare? 

2. Given the presence of measurement error and missing observation in the consumption 

aggregate, which serves as the basis for the construction of our poverty indicator, can we 

incorporate a measure of uncertainty in our welfare measure? 

3. Can we develop a methodology that sequentially address issues of measurement error and 

missing observations? 

 

This paper will focus mainly on 2 and 3. We first evaluate the quality of the consumption module 

in the ACDIS data, addressing measurement error and missing information. Estimates of 

household consumption are in fact sensitive to both issues (Ardington, Lam et al. 2006).  

Secondly,  we assess the extent to which contaminated data can affect poverty measures. 

The paper develops a comprehensive approach to deal with defective data when measuring 

household welfare using consumption aggregates.  The final aim is to produce poverty (or 

welfare) indicators for each socio-economic wave under various imputation scenarios.  

This research is instrumental to study the changes in consumption-poverty induced by AIDS 

mortality in Kwazulu-Natal. 

 

 

 

 

 

 

 

 

 

 

 



Methodological review: reconciling economists perspectives and biomedical literature 

  

This paper is concerned with a measurement of welfare based on consumption. Following the 

recommendations for constructing consumption aggregates (Deaton & Zaidi, 2002), (Carletto, 

Covarrubias et al. 2007) such authors offer useful guidance on how to deal with missing and 

miscoded information while constructing such aggregates. The standard practice in Living 

Standard Measurement surveys1 (Deaton 2003) is to implement specific procedures on the field 

that could minimize non-sampling errors. After data collection, data is checked for outliers and 

also miscoded information. Misunderstanding of units for quantities can cause errors in unit 

values identified (Carletto, Covarrubias et al. 2007).  

Missing data are not uncommon in any survey and especially in large socio-economic studies. 

According to Schafer et al. (1997) missing data falls in the category of “coarsened data” which 

are defined as a combination of point, interval and missing responses. Coarsened data include 

also censoring, heaping and rounding issues. These methodological problems are very common 

in surveys that aim at measuring welfare through income, assets and earnings (Heitjan and Rubin 

1991; Philip K. Hopke 2001; Vermaak 2008).  

In the statistical jargon the missing data mechanism, defined as the relationship between 

“missingness” or the underlying cause for missing and the data, can be defined as missing at 

random (MAR), missing completely at random (MCAR) and non-missing at random (MNAR) 

(Rubin 1976; Schafer and Graham 2002). MCAR substantially means that there is no 

relationship between the missingness process and the observed data and/or unobserved data: this 

assumption is quite unrealistic and almost never met in practice. MAR occurs instead when, 

given the observed data, the probability of the missing value no longer depends on the 

underlying unseen value. However data are rarely missing at random and NMAR is the most 

complex case (i.e. the probability of a datum missing depends on the unobserved data or missing 

values). There are methods designed to deal with this assumption, however they are quite 

complex and may aggravate the biases in the data if the model is not correctly specified (Diggle 

and Kenward 1994).  

                                                 
1 Living Standard Measurement Surveys are routine socio-economic surveys implemented by the World 

Bank in order to measure poverty  and living standards. 



There are lengthy reviews on missing data methods and this is not the scope of this article as this 

paper will specifically focus on multiple imputation (Little and Rubin 2002). However a brief 

overview of traditional missing data methods is provided. Multiple imputation or MI falls within 

the realm of the modern methods and will be described later. 

Traditional missing data methods include a complete case analysis (or listwise deletion), and 

single imputation methods. A frequent approach common to any scientific discipline is to restrict 

the analysis to the completers, or perform a complete-case analysis.  However such an analysis 

entails excluding all the missing values and it results in a loss of precision and also produces 

substantive bias unless the data are MCAR. It also entails a loss of information if the MCAR 

condition holds. 

Single imputation methods include arithmetic mean substitution (where the missing value is 

replaced by the arithmetic mean of the complete cases); regression imputation (where the 

missing value is replaced by predicted scores from a linear regression equation); stochastic 

regression imputation (where the problem of exclusion of residual variation of regression 

imputation is solved by including a residual component to each imputed value sampled randomly 

from a normal distribution); and last observation carried forward (the latter method is specific to 

longitudinal studies were  the missing value is replaced by its last observation) (Enders 2006). 

Multiple imputation was suggested by Rubin in the 70s (Rubin 1976; 1987; 1996), and has been 

gaining ground as an alternative to likelihood based methods for addressing the issue of missing 

data. According to van Buuren, Rubin’s original publication did not deal with multivariate data 

imputation (van Buuren and Oudshoorn 1999). As such several problems occur when imputing 

multivariate data 1) the need to select a reasonable number of predictor variables to be used in 

the imputation of large data sets; 2) the fact that missing data can occur also within predictor 

variables 3) variables’ different levels of measurement (nominal, ordinal and continuous) and 4) 

dependency while imputing variables (for example: Y1 is imputed given Y2 and Y2 given Y1). 

Recent literature has suggested methods to impute multivariate data (Rubin and Schafer 1990). 

The substance of such methods is that they are “Bayesian simulation algorithms that draw 

imputations from the posterior predictive distribution of the missing data given the observed 

data” (van Buuren and Oudshoorn 1999). The latter author underlines both the limitations of the 

Rubin-Schafer method (assumption of a MAR missingness mechanism and data following a 

multivariate normal distribution) and Schafer’s (1997) variation of algorithms that mostly 

assume normality in distributional assumptions.  

Other approaches exist in the literature that do not assume that the data can be modeled by a 

multivariate probability distribution (for more info see van Buuren and Oudshoorn 1999).  

This article uses the Van Buuren et al’s MICE or multiple imputation by chained equation 

method. The approach allows the user to specify a conditional distribution for the incomplete 

variables given the other variables. Different models can be employed depending on the nature 

of the variables, i.e. logistic regression for incomplete binary variables, ordinal/multinomial 

regression for categorical data, and linear regression for continuous variables.  MICE uses an 

algorithm which is based on GIBBS sampling, essentially imputing variable by variable 



iteratively [see (Oudshoorn, van Buuren et al. 1999)-but also the manual on S plus, for more 

details on the algorithm]. MICE has been implemented in STATA by Royston (Carlin, Li et al. 

2003; Royston 2004; Royston 2005). The attractiveness of the technique is that it is a 

stochastically, Bayesian-driven procedure that takes into account the uncertainty in the 

imputation procedure. 

Model-based imputation in income and expenditure surveys has been already used in the 

literature (Paulin and Ferraro 1994; Fisher 2006).  Specifically, to our knowledge, multiple 

imputation has only been used to impute income data (Ardington, Lam et al. 2006) and earnings 

(Vermaak 2008) in South Africa. The reason for this is that standard practice recommended by 

World Bank guidelines (Deaton and Zaidi 2002) is to impute missing values (the missing price 

or quantity) using market reference (i.e. looking at the average quantity or average price reported 

by other households with similar characteristics, such as place of residence, size, etc.). 

Essentially, the imputation of missing prices or unit values is conducted by using as a proxy the 

median expenditure of  “similar” households in the neighborhood or geographical area (cluster) 

(Deaton and Zaidi 2002).  Some authors like Vermaak (2008) have also highlighted the 

methodological costs associated with multiple imputation which makes the technique rather time 

consuming for the researcher.  

 

Rationale for customized approach 

 

The ACDIS dataset contains the following methodological problems: attrition, typical of 

longitudinal data, but relevant to the calculation of a consumption-based welfare indicator, 

measurement error in the welfare proxy (consumption). Measurement error essentially means a 

large number of zeros and missing values in each expenditure item.  

The ACDIS survey instruments aimed at measuring consumption, present some (complex) 

design issues: there are no prices and no quantities specified (just the amount spent per month), 

and also the consumption module questionnaire is not fully standardized across socio-economic 

waves (fewer and aggregate items in HSE2 and key items missing in HSE 3 and 4- such home 

production and clothing expenditures).  

The rationale for devising a customized approach is that using the raw data as they are, would 

introduce a substantive overestimation of poverty in the area if the data are not missing 

completely at random and also coarsened completely at random, and won’t help discriminating 

the poor. It would possibly bias any analysis aiming at differentiating poor vs. very poor 

targeting measures.  

 

Descriptive analysis  

 

Table 1 presents a descriptive analysis of the prevalence of zero and missing values in each 

socio-economic wave of the ACDIS longitudinal dataset. It indicates the number of households 

with missing or zero expenditure information on food and non-food expenditure items 



(including/excluding education). It is important to note that the expenditure on education 

aggregate is derived from the HSE individual module, and, as such, is almost never missing 

and/or zero. The ACDIS household level module include food expenditures (total shopping per 

month) and non-food expenditures for HSE 2 (water; electricity; fuel; telephone; payments for 

goods bought by hire purchase or lay-bye; health; transportation; religious expenses; funeral 

expenses for households members; life insurance, burial societies and funeral policy; large 

expenses; other usual expenses –the latter also includes other items which are unique to HSE 2 

i.e. rent and bond payment, cell phone, clothing and shoes, expenses on outsiders, funeral 

expenses on outsiders). In HSE 3 food expenditures were disaggregated and include the 

following: mealiemeal, rice, beans, samp, flour, cooking oil, sugar and salt, tea and coffee, milk, 

vegetables, meat, bread, tinned goods, soap.  Non-food expenditures included water; electricity; 

fuel; telephone; payments for goods bought by hire purchase or lay-bye; health; transportation; 

religious expenses; funeral expenses for households members; life insurance, burial societies and 

funeral policy; large expenses; other usual expenses. In HSE 4, the questions on food 

expenditures were similar to those in HSE 3 but included three further items (snacks, fruit and 

eggs) while non-food expenditure were identical to HSE 3.  

The total number of households per wave is included in Table 1.   

At first glance the amount of missing information globally increases across waves. Three  

observations can be made out of table 1. There are 248 households (3%) that have missing 

information on all household-level expenditure aggregates in HSE 4, although they do have a 

record (education) in the corresponding HSE individual level file (row in italic). Secondly 

households with a combination of zero and missing values range from 4 to 2% with HSE 3 being 

the better quality survey. Thirdly, we can conclude that the information on expenditure 

deteriorated over waves.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table 1: Households presenting missing or zero information on expenditure items, by HSE survey, ACDIS 

data (no. and %).  

 HSE 

2 

HSE 

3 

HSE 

4 

 No. % No. % No. % 

Food expenditures equal to 0  115 1 123 1 95 1 

Food expenditures equal to missing 1257 12 210 2 319 3 

Non-food expenditures equal to 0 84 1 76 1 56 1 

Non-food expenditures equal to 0 (exc. education) 229 2 206 2 118 1 

Non-food expenditures equal to missing  0 0 0 0 0 0 

Non-food expenditures equal to missing (exc. 

education) 

123 1 130 1 257 3 

All expenditures equal to 0  22 0 46 0 38 0 

All expenditures equal to 0 (exc. education) 37 0 90 1 70 1 

All expenditures equal to missing  0 0 0 0 0 0 

All expenditures equal to missing (exc. education) 110 1 120 1 248 3 

Missing or zero on food expenditures 1372 13 360 4 475 5 

Missing or zero on non-food expenditures 336 3 183 2 431 5 

Missing or zero on non-food expenditures (exc. 

education) 

963 9 554 6 1519 16 

Missing or zero on all expenditures 206 2 104 1 165 2 

Missing or zero on all expenditures(exc. 

education) 

413 4 242 2 408 4 

 10821 100 9,769 100 9385 100 

 

The following two tables present more disaggregated information on the percentage of missing 

and zero information in each HSE wave, looking at food and non food items in turn.  

 

 

 



Table 2:  Percent number of zeros and missing values for food expenditure items.  

  HSE2 HSE3 HSE4 

Food expenditure items %  zeros % missing values %  zeros % missing values %  zeros % missing values 

Total shopping  1 12     

Mealiemeal   2 3 2 7 

Rice   6 3 6 6 

Beans   8 4 8 6 

Samp   51 3 48 7 

Flour   35 4 31 6 

Cooking oil   3 3 4 6 

Sugar and Salt   3 5 3 9 

Tea and Coffee   7 5 6 13 

Milk   36 6 19 27 

Vegetables   5 18 4 46 

Meat   4 26 3 49 

Bread   17 27 14 53 

Tinned goods   37 15 35 33 

Soap   7 7 6 23 

Snacks      25 44 

Fruit     46 33 

Eggs     30 14 

TOTAL HH 100 100 100 100 100 100 

Table 3: Percent number of zeros and missing values for non-food expenditure items. 

  HSE2 HSE3 HSE4 

Non-food items %  

zeros 

% missing 

values 

% 

zeros 

% missing 

values 

%  

zeros 

% missing 

values 

Education 23 0 19 0 20 0 

Water 76 4 82 4 81 8 

Payment for goods bought by hire-purchase or 

lay-buy 

71 12 74 9 67 19 

Health 52 26 59 23 55 35 

Transportation 22 37 13 31 18 62 

Religious Expenses 43 30 45 25 40 43 

Life insurance, Burial societes, Funeral policies 53 17 46 19 38 35 

Electricity 48 5 43 4 39 10 

Other usual expenses  49 12 58 18 57 24 

Fuel 31 14 30 8 34 24 

Large expenses 86 5 73 25 81 18 

TOTAL HH 100 100 100 100 100 100 



Given the high percentage of missing and zero values, it is therefore necessary to explore and 

understand the missingness mechanism, describe the missing data pattern and whether the data 

are missing at random. If the latter assumption is verified, we could then apply multiple 

imputation.  

 

Missing data patterns:  Descriptives 

 

In order to use MICE (Multiple imputation by Chained Equation), we will test the data for the 

missing completely at random assumption (MCAR). As the NMAR is untestable, future work 

will perform departure from MAR assumption via sensitivity analysis (Carpenter, Kenward et al. 

2007). 

Zeros are assumed to be structural, meaning real quantities and they will be neglected for now.  

 

Patterns of missing data patterns are explored by using the Missing Value Analysis module 

(MVA) in SPSS.  The latter provides the separate-variance t tests table that can help identify the 

variables that could influence the quantitative variables of interest (in my case the expenditure 

items list, presented in table 2 and 3). The test is computed by creating a binary variable for each 

missing/non missing variable (for an individual case). Separate means are reported for the two 

groups.  

The same analysis was performed for HSE 2, 3, 4, selecting the following household level 

variables:  

1. quantitative (scale variables): number of deaths per household, no. of HIV-related deaths 

(including TB), no. of  adult (15-59 years) deaths by cause (HIV-related, communicable 

and non-communicable diseases, injuries), proportion of females, household size, 

proportion of individuals in various age groups, number of unemployed,  all food 

expenditure items and all non food items, number of assets, number of old-age pensions. 

2. Categorical variables: maximum level of education in the household, the fieldworker 

area to which the household belongs2, whether the households resides in a rural/urban or 

periurban area, whether the household has electricity, whether the household has  a toilet 

or whether the household has piped water.  

 

The Little’s Chi-square statistics for testing whether the data are MCAR was also performed. If 

the p-value is less than 0.05 level, the data are not MCAR. Such test is reported while running 

the EM (Expectation-Maximization) algorithm in SPSS. The EM method assumes that there is a 

distribution for the missing data and makes inferences on the likelihood under that distribution  

(SPSS,  missing value analysis reference manual).  

                                                 
2 Fieldworker areas are geographically (GIS) determined areas calculated to equally attribute workload to 

each interviewer.  The method allocates fieldworkers to the same area based on households’ proximity  

(Tanser 2002).  



The Little’s Chi-square statistics for HSE 2 is  6195.689, DF = 3930, Sig. = .000; it is  equally 

significant for HSE 3 and HSE 4 (tables are available upon request).  

From the descriptive analysis we can conclude that data are not MCAR. The location variables 

are quite interesting because the number of missing items seems to be related to geographical 

location (fieldworker area and rural/urban location). However this difference might be also due 

to chance.  

 

Methodology 

 

In order to address such a complex methodological setting, a comprehensive approach that 

combine methods to deal with censored observations (tobit models) and multiple imputation 

techniques (MICE) was implemented to take into account missing data and generate standard 

errors that reflect the imputation process uncertainty. From now on, such an approach will be 

named as “customized approach”. Substantially the latter imputation process is divided into three 

steps: the treatment of positive outliers (only non-zero values), the treatment of zeros, and the 

missing data treatment. 



Different imputation methodologies are implemented and three scenarios are produced: 

1. a “naïve scenario” with no imputation (listwise deletion) 

2. a “crude imputation” scenario; it entails a two-step procedure:  

• the imputation of extreme outliers through medians computed by logical variables. An 

outlier is defined as a value higher or lower than 3 Standard Deviations (SD) from the 

median (Carletto, Covarrubias et al. 2007) 

• imputation of missing values based on cluster median expenditures (cluster defined as 

fieldworker areas) –World Bank approach (Deaton and Zaidi 2002)  

• a “customized” approach which consist of a three step procedure:  

a. Imputation of Outliers (as in crude imputation) 

b. Tobit regressions 

c. Multiple Imputation by Chained Equation-MICE (Van Buuren-Royston) 

 

Results are presented in terms of a comparison of poverty lines. A poverty line is defined as a 

subjective judgment in terms of a socially acceptable minimum standard of living (Ravallion 

1992). 

Poverty lines (PL) can be absolute, i.e. fixed to a set threshold in terms of living standards, or 

relative, which vary with the average standard of living in a country or region/group. In this 

paper, an absolute PL is set at 2$ a day PPP and equivalent to 240 Rands per capita a month at 

2003 prices.  

A relative PL is computed in terms of  50% of “median” consumption (Ravallion 1992).  

 

“Customized approach” 

 

The customized imputation procedure consists of three steps. The first step is the trimming of 

outliers, or implausible positive values different from zero, where an outlier is defined as a value 

higher than 3 standard deviation from the median expenditure after its log transformation  

(Carletto, Covarrubias et al. 2007). The trimming of outliers was performed on each food and 

non food expenditure item on all HSE waves, and is in common with the crude imputation 

procedure.  

The second step consisted of performing tobit regressions in order to deal with the large number 

of zeros in expenditure data vector. Heeringa (2002) defines this feature of the data 

“semicontinuous-distributions”. 

In our case, the untransformed distribution is highly skewed to the left. Skewness and non-

normality here is addressed via logarithmic transformation of non-zero amounts.  

There is a vast literature that takes care of this methodological problem. Whether considering the 

zeros as missing values, or truncated distribution, is widely debated (Little and Su 1987; 

Heeringa, Little et al. 1997; Heeringa, Little et al. 2002).  



Here models that deal with distributions that are restricted to non-negative values, such as Tobit 

regression were used. Tobin (1958) was the first to suggest a solution to the censoring problem; 

it became known as “Tobin’s probit” or tobit model. 

Specifically we implement a tobit model on the untrasformed distributions of food expenditures 

to address the number of zeros in HSE 3 and 4. The assumption underlying this decision is that 

while it is possible to spend nothing on non-food items, households should be spending a 

minimal amount on food. Given the large number of zeros in the food expenditure items list, this 

might hide the fact that some of them might be missing values instead. As such, the “zero 

problem” was tackled as a censoring problem. Long (1997) also provides an exhaustive 

treatment of the topic.  

The tobit regression model can be summarized as follows (Wooldridge and Wooldridge 2006). 

The observed response or expenditure item, y,  is expressed in terms of a latent variable y*: 
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The predicted probabilities are estimated based on each regression model. Each food expenditure 

item is regressed on other food expenditures items following a decreasing order of presence of 

zeros, and other predictors (number of assets, maximum level of education in the household, 

fieldworker area, rural/urban location and household size).  

After performing the tobit regressions, the “false” zeros are identified according to the prediction 

model in the following way.  The tobit regression gives a probability - x – of a food expenditure 

item being non-zero. A random number u was then drawn from a uniform on [0,1].  If u occurred 

to be less than x (i.e. in the long run with probability x), their imputed value that time was non-

zero, and was set to missing (i.e. will be drawn using MICE). The latter statement is equivalent 

to saying that the “false zero” is set to missing when the positive predicted probabilities are 

larger than the random number. If u was found to be larger than x (i.e. in the long run with 

probability y less than x), their imputed value that time was zero. The food expenditure quantities 

are updated at each round.  

In summary, the added value of this procedure is that instead of replacing the value with the 

fitted value, the value is attributed via the MICE imputation model (third step in the 

methodology). 

The aim of this is to increase the variability between the imputed data sets. 

 

Customized Imputation procedure  



The third stage of the customized imputation procedure consisted of employing “MICE”- 

multiple imputation by chained equations (Van Buuren and Oudshoorn 1999; Royston 2004; 

Royston 2004; Royston 2005; Royston 2005)  which is implemented in STATA via the ICE 

module.  

The general idea underlying the method in STATA is a regression model where missing values 

are replaced with “plausible” substitutes (based on distribution of given data). The assumption 

behind the method is that data are assumed to be missing at random as opposed to MCAR (i.e. it 

assumes that the probability that a datum is missing does not depend on unobserved information, 

given the observed data). The procedure entails producing m imputed datasets, where the rule of 

thumb has been m=5 imputations (Schafer 1999). Royston suggested increasing the number of 

imputations up to 10 or greater than 20 as he proposes in his empirical studies (Royston 2004) 

according to a coefficient of variation of the confidence coefficient tv√T  less than 5%. T is the 

total variance or adjusted sum of within and between imputation variance, of Q3 bar (-averaged 

Q-the population quantity to be estimated). There is no acknowledged consensus on the ideal 

number for m.  

The method averages estimates of the parameters of interest (Q) and standard errors and 

confidence intervals are calculated according to Rubin’s rules (combining information on within 

and between imputation variation-the latter is extremely important to reflect the variability due to 

imputation uncertainty). The algorithm type is the Gibbs sampler, where the distribution of 

missing values of a covariate, is sampled conditional on the distribution of the remaining 

covariates.  

The choice of the imputation model and the appropriate number of predictors require careful 

thought as a correct imputation model should include all the predictors and interactions that will 

be in the researcher final analysis model. The latter issue is not trivial for analysis purposes.  

 

A combined imputation procedure of logged food and non-food expenditures was run, with m=5. 

I used prediction matching4 where the closest non-missing observation is chosen to impute the 

missing observation. 10 iterations of a single cycle were performed. Food expenditures were 

passively5 imputed with ICE i.e. the updated food expenditure aggregate was then used as input 

to the imputation of non-food expenditures. The final step was to aggregate over all imputed 

food and non-food items to obtain total imputed expenditure or imputed total consumption. The 

1st imputed dataset was selected for exploratory analysis.  

 

                                                 
3 Q bar is taken to be an average of its repeated estimates across the m imputed datasets.  

4 The match option was used. 

5 The passive option in Ice (STATA command) allows the use of “passive imputation variables” that 

depend on other variables, some of which are imputed. Basically the imputed food aggregate was 

updated with the new values that depend on each food expenditure item imputed values.  



Crude imputation scenario 

This scenario entailed basically two steps, first the treatment of outliers as already described, and 

second, the imputation of missing values. The latter consisted of  replacing the missing item with 

the median expenditure of the fieldworker area where the household is located. Fieldworker 

areas are geographically (GIS) determined areas based on households proximity (Tanser 2002). 

The latter was found in the descriptive analysis to be a key predictor of missingness. The 

fieldworker area is a proxy for location and one of the few geographical indicators which are 

present in the ACDIS dataset. 

 

Results: Poverty lines & FGT measures  

How (& how much) do contaminated data affect poverty measures?  

 

Results are presented in terms of comparisons of poverty lines (Ravallion and Bidani 1994). 

Poverty lines are based on per capita expenditure (derived as total household expenditure divided 

household size) deflated to 2003 prices in order to adjust for inflation. In this analysis there is no 

adjustment for economies of scale and size (Lanjouw and Ravallion 1995).  

It is important to underline that this paper also aims at assessing the extent to which 

contaminated data can affect poverty measures. Oversimplifying the subject matter, poverty 

measurement entails defining a poverty line and calculating poverty indices. The literature is vast 

and technical and I will present my results calculating the Foster-Greer-Thorbecke poverty 

indices (Foster, Greer et al. 1984). This class of poverty indices comprises the poverty headcount 

(FGT0) which reflects the extent or incidence of poverty and indicates the proportion poor; the 

poverty gap index (FGT1) also named the depth of poverty which measures the distance 

separating the poor to the poverty line; and the squared poverty gap index (FGT2) named the 

severity of poverty and attributes more weight to the poorest among the poor. The latter is also 

harder to interpret and it is not essential to the scope of my analysis. 

The absolute poverty line is defined as 240 Rands per capita per months and equivalent to a 2 $ a 

day PPP.  

The relative poverty lines are calculated based on 50% of median consumption. I produced 

relative poverty lines based on each scenario and for each HSE wave. In summary:  

1. Relative Poverty line (PL) based on naive scenario (no imputation)  

2. RPL based on crude imputation scenario 

3. RPL based on customized imputation (ICE) 

 

So does imputation methodology matter? And, if so, does it outweigh its “methodological” 

costs?  

Figure 1 presents the distribution of log per capita expenditure per resident member using Kernel 

density estimates. The dotted line represents log per capita expenditure without imputation, the 

uninterrupted line the “customized imputation” and the dashed line the “crude imputation”. 



Looking at the graphs, we can see how the two imputations modify the distribution of log per 

capita expenditure for HSE 2 and 4 to a lesser extent for HSE 3. 
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Table 4 presents poverty indices calculated using the above mentioned absolute poverty line. 

Using a fixed threshold, we can assess to what extent the imputation procedures have an effect 

on the poverty indices. Looking at the naïve imputation results, we would tend to conclude that 

the poverty headcount (FGT0) remained the same and then increased in HSE 4. The latter 

finding is in line with most of the South African literature on poverty trends (Hoogeveen and 

Özler 2005) which essentially stress, notwithstanding the divergence in magnitudes, that post-

apartheid poverty trends declined and then rose recently.  

However, while results for the two imputations methodologies present the same trend, the 

magnitudes are lower when compared to the naïve scenario. The naïve imputation tends to 

overestimate the proportion poor, by construction, as there is no treatment for the large number 

of zeros and missing values.  

The proportion poor in the customized and crude imputation scenario tend to be quite similar. 

Note that in table 4 and 5, Ice minus is a consumption aggregate that excludes the three extra 

items contained in HSE 4 and as such has an identical consumption aggregate to the customized 

scenario (ICE) in HSE 3.  



Table 4: Foster-Greer-Thorbecke poverty indices, FGT(a), Absolute poverty line.  

    All obs a=0 a=1  a=2 

Naïve 0.71 0.41 0.28 

Crude 0.64 0.31 0.19 

HSE2 PL (2$) Ice 0.66 0.34 0.21 

          

Naïve 0.71 0.37 0.23 

Crude 0.66 0.31 0.18 

HSE3 PL (2$) Ice 0.65 0.31 0.18 

            

Naïve 0.79 0.45 0.30 

Crude 0.69 0.34 0.20 

HSE4  PL (2$) Ice-minus 0.69 0.33 0.19 

*Ice-minus =excluding snacks/fruit/eggs in Food Expenditure (FE) in HSE 4 

 

Poverty trends depend on the poverty line used and the extent of poverty and inequality changes 

with the definition of consumption (Lanjouw and Lanjouw 1997). Specifically poverty indicators 

such as FGT class measures and also inequality, change when different measures of 

consumptions are used. In empirical findings, while the headcount seems to appear fairly stable, 

FGT1 and FGT2 seem to take ambiguous directions while changing poverty lines (Lanjouw and 

Lanjouw 1997).  However as we can see from Table 4 the direction of chianges in FGT0, FGT1 

and FGT2 is the same regardless the imputation procedure.  

 

Table 5 presents estimates of poverty defined by a relative poverty line set at 50% of median 

consumption. Obviously setting the poverty line to 50% of median consumption is a severe 

criteria but this is not essential to the analysis. Different measures of consumption (proxied by 

per capita expenditure, in the naïve, crude, and customized scenario) define different relative 

poverty lines. 

Based on the three measures (log per capita expenditure in the naïve scenario, log imputed per 

capita expenditure in the crude imputation scenario, log imputed per capita expenditure in the 

customized imputation scenario), a higher poverty line is obtained in the case of imputed 

measures. The two imputations seem to have yielded similar results (PLs in crude vs. ICE are not 

so distant in magnitude) except than for HSE 2.  

In conclusion, it is important to note that relative poverty lines are higher in the imputation 

scenarios, and as such reflect a lower poverty headcount, by construction.  

The direction of changes in the poverty indices (FGT0-1-2) is consistent in the three scenarios 

(naïve, crude, Ice). In summary, poverty trends are consistent and robust under the different 

imputation scenarios, a finding that also has been acknowledged by Vermaak (2008).  



 Table 5: Foster-Greer-Thorbecke poverty indices, FGT(a), Relative PL=50% of median consumption. 

  RL All obs a=0 a=1  a=2 

68.15 Naïve 0.23 0.11 0.08 

86.56 Crude 0.19 0.06 0.02 

HSE2 80.24 Ice 0.20 0.06 0.03 

            

73.12 Naïve 0.18 0.06 0.03 

84.44 Crude 0.17 0.05 0.02 

HSE3 85.93 Ice 0.16 0.05 0.02 

          

58.71 Naïve 0.19 0.07 0.05 

77.48 Crude 0.16 0.05 0.02 

HSE4  79.77 Ice-minus 0.15 0.04 0.02 

*Ice-minus =excluding snacks/fruit/eggs in Food Expenditure (FE) in HSE 4 

 

Finally, visual representation is given to the various per capita expenditure measures (log) 

created for the three waves. Figure 1, 2  and 3 crosstabulates log imputed per capita expenditure 

in the crude imputation scenario (crude) vs. the log per capita expenditure in the naïve 

imputation scenario (naïve); log imputed per capita expenditure in the customized imputation 

scenario (ICE) vs. log imputed per capita expenditure in the crude imputation scenario (crude), 

and log imputed per capita expenditure in the customized imputation scenario (ICE) vs. log 

imputed per capita expenditure in the naive scenario(naïve),  for HSE 2, 3, and 4 respectively. 

The solid lines in each figure represents the log of an absolute poverty line equal to 240 Rands or 

2$ a day PPP. The log imputed per capita expenditure in the customized imputation scenario 

classifies fewer people as poor. Such an imputed measure is slightly more refined than its 

imputed counterpart (crude), as the log imputed per capita expenditure in the customized 

imputation scenario pushes those households classified as rich by the crude imputation below the 

PL.  

 

Lastly figure 4 and 5 compare expenditure-based measures versus asset-based indicators. 

Figure 4 plots a simple count index, based on the number of assets in the different waves, by the 

number of households that are classified as poor and non-poor under the various imputation 

scenarios. On average, non-poor households should have/own more assets compared with poor 

counterparts. However Figure 4 can convey two different messages: the first is that the number 

of assets that a household possess or share is a different indicator of wealth when compared with 

expenditure-based indicators. The second is that they don’t seem to be correlated, even when 

acknowledging the naïve scenario as the gold standard or the “true” scenario under a missing 

completely at random assumption: the non-poor as categorized by the naïve scenario, own quite 

a diverse number of assets across the various groups.  

 



 

Figure I: Comparisons of log per capita expenditure per resident member, in the naïve, crude and customized 

imputation scenario, HSE2. 
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Figures II-III are available upon request. 

 



 

Figure IV: Number of assets vs. Poor/Non-poor households, in the various scenarios. HSE 2 only. 
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Figure V: Performance of asset index vs. imputed and non-imputed per capita expenditure (log). HSE 2 only. 
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Figure 5 presents another visual assessment of the performance of asset-based measures 

(specifically here an asset index based on principal component analysis) versus imputed and non 

imputed log-per capita expenditure. This is not the place to assess whether an asset index (Figure 

5) could perform better than a simple asset count (Figure 4). The aim of the figure is 

substantially twofold: the first is to highlight how such indices divided into quartiles, fare, in 

classifying poor vs. the non-poor vis a vis expenditure based measures; the second is, 

instrumental to this paper, to show whether different imputation methods could give different 

messages when compared with yet another indicator of wealth.  The construction of such an asset 

index is based on principal component analysis as presented by Filmer and Pritchett in their 

seminal publication (Filmer and Pritchett 1998). The authors suggested using the statistical 

procedure of principal component to determine the weights for an index of the asset variables. In 

our analysis, the single asset variables have been used to create an index of assets that proxies for 

household wealth for each wave of the ACDIS data.  

Figure 5 shows how the first 3 quartiles of the asset index have similar mean per capita 

expenditure (log).   

Figure 4 and 5 could suggest the fact that asset indices could be poor proxy for household level 

wealth. Alternatively, asset-based wealth could just poorly correlated with expenditure. The two 

measures may well identify two different dimensions of wealth: current consumption 

(expenditure) vs. permanent income (as proxied by asset ownership). 



 

 

 

Conclusions 

 

The objective of this paper has been to evaluate the quality of the consumption module for each 

socio-economic wave (HSE 2, 3, and 4) of the ACDIS longitudinal database. We addressed the 

presence of missing values and measurement error via the development of a customized 

approach that could address the problem in a comprehensive way.  

The impact of different imputation methods (a naïve, crude and customized imputation scenario) 

on the Foster-Greer-Thoerbecke class of poverty indices was assessed. Lastly, it compares 

imputed and non-imputed per capita expenditure (log) versus other dimensions of wellbeing such 

as the number of assets and asset indices based on PCA. 

 

Our findings highlight the fact that poverty indicators are quite robust to the choice of imputation 

method; however the crude imputation appears to be too generous, classifying households as 

wealthier than the customized approach or ICE method. The customized imputation scenario 

(ICE) performs better. It decreases the proportion poor by shifting the distribution up in each 

wave (Figure 1, 2 and 3), is statistically more accurate (standard errors are derived via the 

Rubin’s rule), and confidence intervals are better estimated. Also additional predictors add more 

information and significance to the analysis. The added value of ICE compared with other 

imputation methods is that the former takes into account variability due to imputation 

uncertainty. The former will eventually lead to a better estimation of the final model of interest. 

This consideration strengthens our belief that the benefits of multiple imputation outweigh its 

methodological costs and should be considered while addressing such methodological problems 

in socio-economic surveys. 

 

When we derived poverty indices based on absolute and relative poverty lines based on 50% of 

median consumption (proxied by per capita expenditure, in the naïve, crude, and customized 

scenario), we found that estimated poverty trends are affected little by the different definitions of 

consumption employed and that even using such different consumption based welfare indicator 

measures,  relative PL derived from imputed measures are similar in magnitude.  

Specifically when comparing standard poverty indicators using the broader Foster-Greer-

Thorbecke (FGT)6 class of poverty measures (Foster, Greer et al. 1984), which give weight to the 

depth of poverty as well as to the number of the poor, we found that FGTs are quite consistent 

using an absolute poverty line of 2 dollars a day per capita, specifically that FGT0 and FGT1 

                                                 
6 The Foster-Greer-Thorbecke measures: the poverty headcount (FGT0) reflects the extent of poverty, the poverty 

gap index (FGT1) the depth of poverty, and the squared poverty gap index (FGT2)  the severity of poverty. 

 



(incidence and depth of poverty) are both lower and in the same direction in imputed measures 

compared to a non-imputation or naïve scenario.  

The latter finding is of particular importance, as poverty and inequality changes with the 

definitions of consumption  (Lanjouw and Lanjouw 1997). Specifically, poverty indicators such 

as FGT class measures and also inequality, change when different measures of consumptions are 

used. While the headcount seems to appear fairly stable, FGT1 and FGT2 seem to take 

ambiguous directions based on traditional and austere poverty lines (including food and non food 

items) (Lanjouw and Lanjouw 1997).  

 

Obviously the imputation procedure has an impact on the poverty rate, in terms of magnitude, by 

construction, and also the choice of the poverty line matters for poverty analysis. These two 

issues are highlighted all along this paper. Notwithstanding the lack of a gold standard, or the 

“true” poverty indicator, what is really important here is to obtain a relative ranking of 

households. 

 

The final remark (Figures 4 and 5), which deserves further investigation, is that consumption-

based imputed measures (regardless of imputation procedure) seem to convey a different 

message when compared with asset indices based on either principal components analysis or 

single asset counts. Asset indices could be either a poor proxy for household level wealth or 

alternatively, asset-based wealth could just poorly correlate with expenditure. The two measures 

could well identify two different dimensions of wealth: current consumption (expenditure) vs. 

permanent income (as proxied by asset ownership).  

 

Our empirical findings emphasize the need to address non-sampling errors while incorporating 

consumption modules in data collection effort that are not necessarily designed at measuring 

poverty.  Demographic surveillance systems need to balance the trade off between detailed 

demographic data collection and meaningful (and sufficient) economic information.   

 

The final aim of this work would be to measure the impact of AIDS mortality on consumption 

poverty, longitudinally, in the presence/absence of imputation, compare the results and assess 

whether such conclusions diverge. By attaching a measure of uncertainty to the consumption-

based poverty indicator, I will quantify to what extent the latter exercise can bias an assessment 

of the impact of AIDS mortality on household poverty. 

Also further research will examine departure from MAR assumption. 
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Appendix: Sensitivity analysis 

 

A preliminary analysis was performed to check for the sensitivity of results to the imputation 

procedure. It was applied to HSE 3, the highest quality survey.  

The following scenarios are compared:  

A. The customized approach (Tobit regressions and MICE); 

B. a scenario where tobit regressions were not implemented (as such the number of zeros in the 

food expenditure module was not taken into account); the latter implies that zeros are treated 

as true zeros, and missing values are imputed via MICE; 

C. an extreme scenario where all the zeros were treated as missing values and imputed via 

MICE; 

D. the crude imputation; 

E. the naïve imputation.  

  

The ancillary aim of such sensitivity analysis is to check whether the observed zeros are more 

likely to be zero and possibly bring this information in STATA/Winbugs.  

The number of imputed datasets is m=5. 

 

Table 1 presented descriptive information about the various HSE surveys. In HSE 3, food and 

non-food expenditure items were all missing for 2% (N=210 households), and 1% (N=130) of 

the sample (N=9679) respectively.  The number of households that had a combination of zero 

and missing values for all food and non-food items were 4% (N=360) and 6% (N=554) 

respectively.  

 

Table 6 focuses instead on food expenditure items in HSE 3 and displays information on the 

number of zeros contained in each item, the number of zeros that were set to missing after 

performing tobit regressions and the proportions over the total zeros and the total sample of 

households (%) respectively.  The percentage of zeros set to missing ranges from 1% 

(mealiemeal) to 6% (milk) over the total number of households.  

 

Tables 7 to 9 show results from the sensitivity analysis. Table 7 presents multiple imputation 

estimates (mean), for per capita expenditure under the 5 scenarios (A to E) explained above. The 

customized approach (A) is close to (B), a scenario where only multiple imputation was 

performed. The crude imputation results (D) are very close to the customized approach (A). The 

extreme scenario (C) is clearly particularly high as all the zeros and missing values were 

imputed.  

 

 

 

 

 



Table 6: Number of zeros before and after performing tobit regressions for HSE 3.  

HSE3        

Food expenditure 

items 

No . Zeros 

(1) 

No. of zeros set to missing 

after Tobit (2) 

Proportion out of No. zeros  

(3)=(2)/(1)*100 

Proportion out of no. households 

(4)=(2)/9769*100 

Mealiemeal 165 111 67 1.1 

Rice 585 160 27 1.6 

Beans 799 186 23 1.9 

Samp 4993 290 6 3.0 

Flour 3422 545 16 5.6 

Cooking oil 335 123 37 1.3 

Sugar and Salt 309 95 31 1.0 

Tea and Coffee 708 272 38 2.8 

Milk 3565 622 17 6.4 

Vegetables 468 172 37 1.8 

Meat 347 171 49 1.8 

Bread 1669 448 27 4.6 

Tinned goods 3589 376 10 3.8 

Soap 701 184 26 1.9 

TOTAL HH 9769       

Table 7: Multiple imputation estimates (mean) for per capita expenditure according to the different scenarios 

(A to E). Five imputations.  

Mean estimation     Imputations =5 

      Minimum obs =9769 

      Minimum dof =8.6 

  Coef. Std. Err. t P>t [95% Conf. Int.] MI.df 

Icexpc_A (customized) 339.749 5.33317 63.7 0 329.27 350.227 500.8 

icexpc_B 337.025 5.15015 65.44 0 326.918 347.131 1000 

icexpc_C 633.627 14.1346 44.83 0 601.424 665.829 8.6 

Impxpc_D (crude) 339.774 5.04138 67.4 0 329.882 349.667 1000 

Xpc_E (naïve)  306.453 5.61266 54.6 0 295.439 317.467 1000 

Table 8 and 9 present multiple imputation estimates (mean) for total expenditure and total food 

expenditure under the various scenarios. Total food expenditure is the aggregated sum of all food 

items after being imputed.  

We can see how the customized approach marginally improves estimates compared with B, a 

scenario that did not take into account measurement error (table 8).  However when we turn to 

table 9 we see how mean food expenditure varies across scenarios.   

 

 



Table 8: Multiple imputation estimates (mean) for total expenditure according to the different scenarios (A to 

E). Five imputations.  

Mean estimation        Imputations =5 

        Minimum obs =9769 

         Minimum dof =5 

  Coef. Std. Err. t P>t [95% Conf. Int.] MI.df 

icetotalex~A (customized) 1216.12 12.1549 100.05 0 1192.18 1240.06 248.2 

icetotalex~B 1205.07 11.7693 102.39 0 1181.96 1228.18 685.5 

icetotalex~C 2137.44 44.3776 48.16 0 2023.57 2251.31 5 

imptotalex~D (crude) 1208.82 11.0857 109.04 0 1187.06 1230.57 1000 

Totalexppm~E (naïve) 1136.7 18.5812 61.17 0 1100.24 1173.16 1000 

Table 9: Multiple imputation estimates (mean) for total food expenditure according to the different scenarios 

(A to E). Five imputations.  

Mean estimation        Imputations =5 

        Minimum obs =9769 

         Minimum dof =55.5 

  Coef. Std. Err. t P>t [95% Conf. Int.] MI.df 

impfood_A (customized) 581.371 3.08116 188.69 0 575.198 587.545 55.5 

impfood_B 572.552 2.81112 203.67 0 567.011 578.092 216.3 

impfood_C 660.048 2.80899 234.98 0 654.509 665.588 195 

Impfood_D (crude) 500.016 2.68203 186.43 0 494.752 505.279 1000 

Foodnaive_E (naïve) 491.772 3.3171 148.25 0 485.263 498.281 1000 

Favoring A over B is debatable, but if we look at table 9 the general consideration is that 

imputation procedures do matter for food expenditures. We can conclude that the customized 

approach does not alter the results significantly when compared with scenario B.  However the 

crude imputation does not perform as well when imputing food expenditures only and it is closer 

to the listwise deletion scenario (naïve-E).  

Lastly we present the distribution of log per capita expenditure (Kernel density estimates) under 

the various scenarios for the first imputation.  

 

 



Figure VI: The distribution of log per capita expenditure, various scenarios, first imputation.  

0
.1

.2
.3

.4
.5

D
e
n

s
it
y

-5 0 5 10
Imputed per capita expenditure per resident member(log)

Kdensity A

kdensity E

kdensity B

kdensity C

kdensity D

kernel = epanechnikov, bandwidth = 0.1206

_mj==1

 

NB: A (Customized); E (Naïve); B (MICE only); C (all zeros to missing); D (Crude). 

 

 

The dotted line represents per capita expenditure on the log scale for the customized approach 

(A); the brown line: the naïve log per capita expenditure (E); the dashed green line: scenario (B) 

where only MICE was performed; the orange line: the extreme scenario (all zeros set to missing) 

(C);  and the green line: the crude imputation (D). The latter (D) is very close to scenario (A) and 

(B), however what seems to differ is the peak and the lower end of the distribution.  



 

Figure VII: The distribution of log per capita expenditure. 242 cases: households with missing or zeros on all 

expenditures (excluding education). 
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NB: the estimate for the naïve scenario is only based on education expenditure.  

Figure 7 shows the distribution of log per capita expenditure under the various imputation 

scenarios for households that reported either a zero or a missing value on all expenditure items 

excluding the education expenditure (N=242). Obviously, the naïve estimate is driven by per 

capita expenditure on education (log) which is the only one not missing. We can state that results 

do vary according to the methodology (particularly for the extreme scenario, C, where all the 

zeros were set to missing values).  



Figure VIII: The distribution of imputed log per capita expenditure. 104 cases: households with missing or 

zeros on all expenditures. 
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Figure 8 presents the distribution of imputed per capita expenditure (log) for households with 

missing or zero values on all expenditures (104 cases in HSE 3). We can see how results differ 

under the comparable scenarios (A, B, D). C is the extreme scenario. The customized approach 

seems to be an intermediate scenario between B and D. 

  

An overall conclusion is that results are not too sensitive to the imputation methodology. In 

addition, we favor the customized approach vis a vis  scenario B and the crude imputation.  
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