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Abstract

This paper discusses the question: which charestiesi are appropriate for a measure of
period mortality and how are these characteristiost in conventional and tempo-
adjusted life expectancy? According to our perdgech period mortality measure
should include exclusively the current mortalitydasthould enable comparison of period-
specific mortality conditions of two populationstbe changes between two periods
without depending on past or future trends. By gisirsimple population model, we show
that the conventional period life expectancy dossmeet these demands since it in-
cludes specific assumptions regarding future maytalvhich differ between different
populations and at the end can lead to paradoxstihing its practical purpose.
Tempo-adjusted life expectancy, however, is frébasle compositional effects and thus
enables the analysis and comparison of pure pespetific mortality conditions. From
these considerations we also derive an interpretaeifinition for tempo-adjusted life
expectancy. We suspect that this lack of defintmnd be a major reason for the gen-
eral rejection of mortality tempo-adjustment. Fiyalwe presengstimates for tempo-
adjusted life expectancy for the period 2001-2@b54 countries showing that tempo
effects and their adjustment are not only a techingsue but can have significant im-
pacts on the interpretation of period mortality.
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1. Introduction

Life expectancy still is the most common measurgéiod mortality. Compared to

other mortality measures life expectancy has tivaidge of a distinct meaning with an
easy understandable interpretation. For instandéfeaence in life expectancy of 1.5
years between two populations in a certain yearush easier to assess than a difference
in standardized death rates of, let’'s say, 0.00hé.same holds for showing the effects
of mortality differences or changes in specific ggeups or causes of death on overall
mortality of a population. These specific chardstars make life expectancy to the most
important mortality measure for policy purposes.

Recently, a new discussion around period life etgrexy arose among demographers. In
a series of papers Bongaarts and Feeney (2002, 2008) suggested to use tempo-
adjusted life expectancy for period analysis beeaasiventional period life expectancy
is affected by tempo distortions. In contrary te thscussion around mortality tempo ad-
justment of the last years (see collection of papeBarbi et al., 2008) we want to focus
on the question what characteristics a measungeidod mortality should have and how
these characteristics are met in conventional amgho-adjusted life expectancy. In this
context the most important question is how conwerati and tempo-adjusted life expec-
tancy reflect period mortality of two populationgperiencing different changes in (age-
specific) mortality. We will analyze these quessianth a simple model population con-
sisting of only four age groups. Nevertheless résellts are of high importance for every
kind of empirical mortality analysis comparing @ifént populations, above all because
the relations are represented in discrete time@scurs in practical mortality analysis.
The reason for choosing this simple population rhadehat it allows to following post-
poned deaths regarding their future occurrencéyeds will be shown, this is the key
for understanding the different assumptions bebod/entional and tempo-adjusted life
expectancy which lead to different consequencesrdatg the reflected period mortality
conditions.

In the following paper we explain two main concbrs of our reflections: (i) we will
show a technical aspect behind general perioddlfée construction that has not been
discussed so far and that shows why — accordingrtanderstanding of thechnical
purpose of a period measure — tempo-adjusted life expegtea more appropriate tool
for standardizing period mortality than conventidifa expectancy, and (ii) we will
show why — according to our understanding ofphectical pur pose of a period measure
— conventional life expectancy can be misleadingnels tempo-adjusted life expectancy
can not. We are aware that other scholars mighthgemeaning of the technical and
practical purposes of a period mortality measuffemdint from our perspective. How-
ever, following our considerations we will derive iaterpretable definition for tempo-
adjusted life expectancy. Such a definition id stissing in the demographic literature
and maybe one of the main reasons for the gergeaition of mortality tempo-
adjustment. Finally, we present estimates for teanjasted life expectancy for the pe-
riod 2001-2005 for 41 countries. This empirical liggtion will demonstrate that tempo
effects and their adjustment can have significanuacts on the interpretation of period
mortality.



2. Practical and technical purposesof a period measure: demandson period life
expectancy

Our perspective is driven by the demand that —+deioto fulfill the just mentioned pur-
poses — a period mortality measure should includig the current mortality conditions,
i.e. the mortality conditions of the analyzed cdi@nyears. A period measure for mortal-
ity shouldenable to compar e exclusively the period-specific mortality conditions of

two or more populations or the changes betweerotwoore periods. From the demand
“exclusively period-specific conditions” followsdhthe calculated value itself is not ex-
pected to have a specific meaning for any cohadesperiod life expectancy contains
(approximately) 1 % of the cohort mortality of 10@erent cohorts. We know that no
cohort will ever experience the age-specific mastaichedule of 100 different cohorts
being in 100 different ages at a certain mometineé. This is why period life expec-
tancy is referring to a “hypothetical” cohort ofqmpte. Nevertheless, according to our
perspective, the mortality of the 100 real cohehtsuld be reflected in period life expec-
tancy in the sense that an increase/decreaseiotipiée expectancy must coincide with
an increase/decrease of the life expectancy dé#at the majority of) the cohorts living
during the analyzed period. The reason behinddiimsand is that thegractical purpose

of a period measure is to get information abouttimeent mortality conditions of a
population, and this information should enablevaleate if the mortality of a population
(meaning the real members of the population) dseear increases (or is higher or
lower than in other populations) in order to havanigasis for necessary or possible
measures to improve survival conditions (of theé neambers of the population). Thus,
period measures are calculated to get informatimutthe real population — and this is
why the real mortality of the currently living caft® must be reflected in the hypothetical
life expectancy based on current period mortaltyditions measured through age-
specific death rates.

Thetechnical purpose of a period measure is to standardize the cudemiographic
conditions for all compositional effects disturbiig practical purpose. We will see that
both, conventional and tempo-adjusted life expentatandardize for such effects, how-
ever, in a different manner. Since, as we just raratl, period measures are hypothetical
by their pure nature, it is not possible to coneltitat one way of standardization is cor-
rect and the other is incorrect. But it is posstbléhink about what consequences the two
ways of standardization have for the calculatedmater and if these consequences meet
the practical purpose of the measure. In ordepotsa] a period measure of mortality
should include neither past mortality nor assunmgiceegarding (possible) future mortal-
ity since both refer to conditions outside the obaton period. Measures including the
past mortality of the current living cohorts shoblklseparated from period measures and
might — in accordance with the analysis of festilitbe called “timing measures”. In this
understanding, the cross-sectional average lerfdife CAL) as introduced by Brouard
(1982) and Guillot (2003) would belong to the gradpiming measures as does the “av-
erage completed fertility” (Ward and Butz 1980). tba other side, measures regarding
the future mortality of the current living cohodisould be treated and seen as cohort pro-
jections. Both, timing and cohort measures shoeldtlictly separated from period
measures and not being mixed with each other. ddes not mean that period conditions



cannot be affected by past trends. Former mortatihditions might indeed affect cur-
rent conditions, e.g., through selection effectaud; past trends and conditions must be
used for interpreting specific period conditionghe sense that they might explain higher
or lower current mortality levels. However, theysald not affect the period value itself

in a numerical definable way.

In the subsequent sections we will show that cotiweal life expectancy does not meet
our demands on a period mortality measure sineglildes specific assumptions regard-
ing future mortality that differ between differgmdpulations. These characteristics of
conventional life expectancy can lead to paradtikeslecreasing period life expectancy
whereas all successive cohorts experience sucedssieasing life expectancy, or a
situation in which period life expectancy indicateBigher level for one population as
compared to another whereas each cohort of thelgapuwith higher period life expec-
tancy has a lower life expectancy than the cornedimg cohort of the other population.
Tempo-adjusted life expectancy, however, is frehe$e distorting effects and thus en-
ables the analysis and comparison of pure peried#sp mortality conditions.

3. A simple mortality model for comparing conventional and tempo-adjusted life
expectancy

In order to demonstrate why we think that converaldife expectancy does not meet the
practical and technical purposes of a demograpiog measure we use a very simple
population model consisting of four single age gourhe same simulations and calcula-
tions could be done with a more complex populationtaining 100 or 110 single ages.
We prefer the simple model because it enablesltmxf@asily the consequences of mor-
tality changes for each age group and the totalilatipn. The starting point is a closed
population with a constant number of annual bidhS00 and constant age-specific mor-
tality conditions (probabilities of dying). Accordj to these mortality conditions, 100
individuals die at age 0, 50 at age 1, 250 at age@ the remaining 100 survivors die at
age 3. “Constant conditions” means that these was®#ers occur identically for each
cohort and in each single calendar year periode @it our calculations of q(x) are
based on the so-called “birth year method” as psegdn the 19 century by Becker
(1869, 1874) and Zeuner (1869, 1894, 1903). Thisdsntuitively correct way of calcu-
lating probabilities of dying which might be assuinie being free of tempo effects, in
contrast to the typical estimation from age-spedgath rates. Our models will show,
however, that the birth year method contains tegffexts as any other method of q(x)
calculation. The age-specific number of survivdesaths and probabilities of dying for
our model are given in table 1.

Difficulties in calculating and interpreting peritite expectancy arise only in situations
of changing mortality conditions. In the developinehhuman mortality, changes have
mainly been characterized by improvements of mitytalhich lead younger cohorts to
live longer and thus the members of younger coltortie later on average than their
counterparts of older cohorts. A logical conseqeearfcsuch changes is that the deaths of
younger cohorts are postponed to a later momeirhan Compared to constant mortality



conditions, this leads to a postponement of deg#ithis a specific period) to a later mo-
ment. The consequences of this effect on periodaiiyr— what Bongaarts and Feeney
call the “tempo effect” — can be shown by the tataktality rate (TMR) which summa-
rizes the period-specific death rates of all cuiyeiving cohorts (number of deaths of a
specific cohort in a specific period divided by tiveginal number of cohort members at
the moment of birth, see Sardon 1993, 1994). Th&®T&the equivalent to the fertility
measure “timing index” (Butz and Ward 1980). Like timing index in the case of fertil-
ity, the TMR equals unity when mortality remainshanged. As soon as some or all
currently living cohorts experience a change intalty conditions, the TMR leaves
unity and becomes higher than 1.0 in the casecoéasing mortality and lower than 1.0
in the case of decreasing mortality.

Figure 1 shows the TMR for West German women anal freen 1970 to 2005. The

TMR lies below 1.0 in all calendar years. Thishis togical consequence of the improv-
ing survival conditions observable in every develdpountry since many decades. These
empirical values for the TMR show that some deatles‘missing” in the period perspec-
tive. However, in the life table the quantum of tatity (and thus the TMR) is one since
all 100,000 births die until the highest age. Cousatly, the missing deaths from the
empirical data must have been redistributed ingiddife table before deriving the pa-
rameter life expectancy — this holds for both, @ntional and tempo-adjusted calcula-
tions. This is the starting point of a new viewtba differences between conventional
and tempo-adjusted life expectancy. Interestiniig, view reveals that both, conven-
tional and tempo-adjusted calculation standardizéhfe tempo effect-caused missing of
period deathsI he difference between conventional and tempo-adjusted life expec-
tancy can be seen as a consequence of the way how the missing deaths areredistrib-
uted insidethelifetable, or, in other words, how tempo effects are standar dized for.
How these differences look like and what consege&titey have regarding the practical
and technical purposes of a period measure caollogvéd in our model population. The
modeling is driven by the idea to reconstruct tiyedthetical cohort of the life table
population as a result of the assumptions behingdeational and tempo-adjusted stan-
dardization. (Note that the use of the birth yeathud leads the age-specific estimates to
cover always two calendar years. For simplicitythe following text some times only
the first of these two years is given.)

We assume that the constant conditions as giveable 1 remain unchanged until year 1.
In year 2 (period 2/3) we model an improvementw¥al conditions in the population,
leading to a reduction of deaths by 10 percentaghege group. Thus, in year 2 the cor-
responding numbers of deaths are 90 at age 0,&deal, 225 at age 2, and 90 at age 3.
Compared to the situation before, 50 deaths (1€epe¢of 500) have been saved: 10 at
age 0, 5 at age 1, 25 at age 2 and 10 at age8eeassume a shift to the now reachable
age 4; note that assuming a constant highest ag&votild not affect the basic conclu-
sions, however). This shift of deaths leads toiaodmplete” pattern of death numbers in
year 2. Calculating the Total Mortality Rate (TMiRJ this year provides 0.9 reflecting
the relative amount of postponed deaths due teuhgval improvement. As has been
shown in figure 1, a TMR of 0.9 is a realistic repentation of current mortality trends in
developed countries.



Assume we are living in year 3 and we want to dateuife expectancy for year 2 (pe-
riod 2/3). Thus, we use the probabilities of dyij(g) as given in the years 2 and 3 and
use them for constructing a period life table. 8im@ know that in this life table the
TMR will equal 1.0 we can conclude that the 50 migsleaths in the period 2/3 must
have been redistributed inside the correspondinggéfe table. In the following we

will reconstruct this redistribution according teetconventional and the tempo-adjusted
methodology, respectively. The goal is to visuattee consequences of the correspond-
ing assumption for the life table cohort born imy@, i.e. the “hypothetical” cohort to
which the estimated life expectancy refers to, eb &s of all other cohorts living in the
years 2 and 3 and how their life expectancy congptar¢he estimated period life expec-
tancy.

Figure 2 shows the redistribution of postponedlueatcording to the conventional life
table methodT he basic assumption of the conventional lifetableisthat the current
probabilities of dying q(x) remain constant in all futureyears. As a consequence, the
hypothetical cohort of newborns will experienceakathese probabilities of dying dur-
ing its life course. Moreover, from the assumptdrconstant g(x) follows that the 50
postponed deaths are redistributed into higher agdghus into the following years ac-
cording to the current (and from now on constaft) gchedule. The Lexis graph in fig-
ure 2 shows that according to the conventionaltéifde assumption this process takes the
whole lifetime of the modeled hypothetical cohohtsother words, the standardization
procedure of the conventional life table technibpagls to a specific assumption regard-
ing the future survival of the saved deaths. Thecepattern of their redistribution de-
pends on the current age-specific mortality schedrihis mortality schedule includes
both, the age-specific probabilities of dying ahd amount of postponed deaths in the
analyzed period. The latter follows from the fdwttthe probabilities of dying q(x) are
based on mortality conditions leading the TMR tigédelow unity. Furthermore, the
TMR reflects the number of deaths that have toeblestributed (and thus the relative im-
pact of this redistribution). Consequently, for ptaions with different TMR, different
g(x) and different tempo effects the conventioifaltable technique assumes different
trends regarding future mortality as will be shawrthe subsequent section. However,
already at this point we can conclude that changiogality should be seen as a compo-
sitional effect that a period measure should adjprst

As long as we assume that each person has toededfdtt of missing deaths is a tempo-
rary event since they must occur at some timearfuture. The assumption of the con-
ventional life table is one out of an infinite nuemlof possibilities of what might happen
to these postponed deaths. One might argue tlsaassumption is plausible given the
current mortality changes. However, it is importemhote that this assumption does not
result in constant mortality conditions for theud years through which the hypothetical
cohort born in year 2 runs during its life courkis can be seen by the values for the
corresponding TMR as given on the top of figur@f2us, according to the conventional
life table assumption the TMR becomes 0.97 in @e&.99 in years 4 and 5 and becomes
1.0 in year 6 when the last cohort affected byntloetality changes did extincincethe
desired interpretation of life expectancy isthat it reflectsthe average age at death of



a newborn under the assumption that the current mortality conditions remain con-
stant, we see that in principlethisdesireisnot fulfilled in conventional life expec-

tancy for a period with changing mortality conditions. What remains constant are the
age-specific probabilities of dying which are atéetby tempo effects. The TMR shows
that under the conventional life table assumptfanse period mortality conditions of
the hypothetical population are not constant waititleaths postponed in the observation
period are redistributed, i.e., until the youngmstort alive in the observation period be-
comes extinct.

Up to this point it is, however, not clear if thesmsequences of the conventional life
table assumption are a problem regarding the pedcind technical purposes of a period
measure. Before answering this question we haleotoat the assumptions behind
tempo-adjusted life expectancy in a similar manfmempo-adjusted life expectancy is
based on a different assumption regarding thedutiestiny of the postponed deaths. The
basic assumption here is that all postponed dea&itis in the next calendar year as
demonstrated in figure 3. This assumption coulddsn as maximum conservative, how-
ever, with the consequence that the assumed ftrends result in constant period condi-
tions for the hypothetical population. This canseen when the TMR is considered. Ac-
cording to the assumptions of tempo-adjusted kfgeetancy the TMR becomes 1.0 in
year 3, the year following the changes in mortabtyd remains constant at unity for all
future years (more details on the consequencdsedBbngaarts/Feeney assumption are
presented in the subsequent section). In othersytechpo-adjusted life expectancy pro-
vides a way of standardizing current mortality athat is identical for any population
analyzed regardless the characteristics of temipatsfin the observation year since any
change in mortality conditions is standardizedifior way that leads to a TMR of 1.0 for
all future years.

4. A definition of tempo-adjusted life expectancy

When demographers analyze current period mortaditigitions they do not know how
mortality will develop and thus how the survivalpistponed deaths will look like. Let’s
assume first that the future will be as statedhgydonservative assumption behind
tempo-adjusted life expectancy (Bongaarts/Feengynagtion). Figure 4 shows that for
this situation conventional period life expectamuoyreases from the constant level of
2.20 years to 2.33 years in the time of mortalitgroge (period of years 2 and 3) and de-
clines directly after to the new constant leveR0 years. Figure 4 also shows the de-
velopment of cohort life expectancy of all cohdieghg during the years of changing
mortality. Note that in figure 4 the cohort lifegectancies are represented at the calendar
year of extinction. The corresponding birth yeathefse cohorts is given at the top of
figure 4. (Note furthermore that due to the changesortality there is a lag of one cal-
endar year between the extinction of cohorts bothé years -1 and -2 as indicated by
the grey dashed line between e(0) for the coh@red -1.) Two important aspects be-
come visible{(i) no cohort ever reachesthelevel of conventional period life expec-

tancy of year 2, and (ii) all successive cohorts experience successive higher life ex-
pectancies. There is no decline in life expectancy among ctshas indicated by conven-



tional life expectancies between years 2 (peri@) @d 3 (period 3/4). If in an empirical
application period life expectancy indicated suaeealine of e(0) this would probably be
interpreted as an increase (thus worsening) ofatityrconditions. Figure 4 shows, how-
ever, that in this example no cohort experiencesemease of mortality as compared to
the previous cohorts. On the other side, temposaeijlperiod life expectancy of year 2
lies between the old and new constant levels efdipectancy. This makes sense since
year 2 is the period of transformation betweendta® mortality levels.

The example presented in figure 4 provides a piisgitn give tempo-adjusted period
life expectancy an interpretable meaning. Thespo-adjusted life expectancy can be
inter preted asthe average of life expectancies of all hypothetical cohortsliving dur-

ing the observed period assuming that all currently saved deaths occur instantly in

the next period. The cohorts being alive during year 2 are theodshborn in year 2 (life
expectancy 2.30 years), year 1 (2.28 years), y€ar2J years), and year -1 (2.22 years).
Since we assumed that deaths postponed from timefdrighest reachable age 3 now
occur in age 4 we have to take into account als@tthort born in year -2 (life expec-
tancy 2.20 years) since this cohort would havehed@ge 4 in year 2. Thus, the average
of cohort life expectancies is (2.30+2.28+2.27+2220) / 5 = 2.25 years. As can be
seen in figure 4, this is the same value as provimetempo-adjusted period life expec-
tancy. Since the old mortality conditions resulitea life expectancy of 2.20 years and
the new mortality conditions resulted in a life egfancy of 2.30 years, a value of 2.25
years seems the appropriate description of periadatity conditions in the year of
changing mortality.

It is easy to see that a similar definition is possible for conventional period life expec-
tancy even under the assumption that future mgyrtaévelops as assumed in the conven-
tional life table method. This can be seen in fighiwhere the same calculations are
done for the case that mortality changes as assbsn#te conventional way of determin-
ing life expectancy (conventional life table asstiorp. The graph shows that even in
this case the trend of tempo-adjusted life expegtasimilar to the trend of cohort life
expectancy. Furthermore, the interpretation of eagjusted life expectancy as an aver-
age of hypothetical life expectancies of all cohdirting during the observed period as-
suming that all currently postponed deaths occtinénsubsequent period holds here as
well. The trend of moderately increasing tempo-ai#jd life expectancy as compared to
the conventional period life expectancy seems lalgical from the point of view that in
year 2 only one cohort fully experiences the newtality conditions whereas the major-
ity of living cohorts experienced the old mortaldgnditions during the most time of

their life courses. Conventional life expectanaytlee other side, can only be interpreted
as average life expectancy of currently newborssragg that current the age-specific
g(x) schedule remains constant. The examples prezsénfigures 4 and 5 show that this
assumption is not an appropriate way to standardaality conditions in a period of
changing mortality. Thus, we conclude that tempjstdd life expectancy is in fact the
more appropriate measure for standardizing periodatity.

Note that in practical application the cohortslasven in figure 4 would be hypothetical
cohorts constructed on the basis of current moytatinditions and a specific assumption



regarding the future destiny of currently postpodedths. Thus, the aim of tempo-
adjusted life expectancy musit be seen to produce an estimate for real coherekt
pectancy. The hypothetical cohorts constructedeimpo-adjusted life expectancy are
only an instrument for standardizing period motyationditions to a new constant level.
As has been shown in the previous section, this doehold for the hypothetical cohorts
according to the conventional life table assumpt@onventional life expectancy rather
represents a specific cohort projection for theentty newborn including specific as-
sumptions of changing future mortality, as candensoest in figure 5.

5. Conventional and tempo-adjusted life expectancy for populationswith different
changes of mortality conditions

The undesired consequences of the described agenmpthind conventional life ex-
pectancy become most apparent when we considepdpalations who experience dif-
ferent changes of their mortality conditions. Tisishe typical situation demographers
are always faced with when they compare differeputations by means of period life
expectancy. For demonstrating this situation weaddcond population to our model.
This population is called “population B” while tipepulation used in the previous sec-
tions remains unchanged and is now called “popriad”. As with population A, in
population B the number of births remains cons&®00 and mortality remains un-
changed until year 1. In the first case, in yehoth populations experience a reduction
in mortality conditions with all postponed deatltearing in the next year 3 (Bon-
gaarts/Feeney assumption). Thus, from year 3 otafitgrremains constant in both
populations as has been modeled for populationtAerfirst example of the previous
section.

In our model the assumed changes in mortality ¢mmdi occur in the same way in both
populations. However, the two populations diffethe level of mortality and the pace of
mortality reduction. Population B has higher matyadt any time. Until year 1 the prob-
abilities of dying in population B are 10 perceighter than in population A leading to a
life expectancy of 2.09 years for population B aspared to 2.20 years for population
A. During year 2, the probabilities of dying desedy 10 percent in population A and
by 20 percent in population B. Although the redoietin population B is double the re-
duction in population A the improvements are insight to reach the mortality level of
population A. In the new constant conditions froeary3 on, population A’s life expec-
tancy is 2.30 years and the life expectancy of faifmn B is 2.29 years. From these as-
sumptions follows that every single cohort of p@in A has a higher life expectancy
than the corresponding cohort of population B (ggee 6).

However, as a consequence of the more intensivegelsan population B during year 2,
conventional life expectancy is higher for popuatB in year 2 (period 2/3). The con-
ventional period life expectancy for populationdi37, whereas the conventional life
expectancy of population A is 2.33 (see solid limegure 7). Usually, every analysis
based on such period results would conclude thag¢icumortality conditions are lower
in population B than in population A. In fact, frdigure 6 we know that not even one



cohort of population B lives longer than the cop@sding cohort of population A.
Tempo-adjusted life expectancy, however, provitlesdesired results indicating higher
mortality conditions for population B as can bersé#em the dashed lines in figure 7.
Furthermore, as has been shown in the previoumssdlso in this example the conven-
tional way of calculating period life expectancyydes values that no cohort of both
populations ever reaches. On the other side, teadpgsted life expectancy averages the
life expectancies of the cohorts living during pegiod of changing mortality.

Finally, conventional and tempo-adjusted life extpacy for populations A and B are
compared for the case in which mortality changesm@ling to the conventional life table
assumption. Figure 8 shows the corresponding clsangsohort life expectancy in the
two populations. Since, according to the convetidife table assumption, the q(x)
schedule predominant in year 2 remains constaralfeubsequent years the younger
cohorts of population B experience a higher lifpentancy than the corresponding co-
horts of population A (see crossing-over of coltitetexpectancies between periods 5/6
and 6/7 in figure 8, i.e. between cohorts borngarg 1 and 2). In this example, this
crossing-over is visible in both period indicatarsnventional and tempo-adjusted life
expectancy (see figure 9). However, the picturevdray tempo-adjusted life expectancy
reflects better the trends of the real populatibwere in most cohorts being alive in year 2
those of population A still experience a highes Expectancy than their counterparts of
population B. Thus, the later crossing-over of teragjusted life expectancy provides a
better picture of the mortality conditions of themntly living cohorts than does the im-
mediate crossing-over of conventional life expecyan

The last example undermines what has been desaiitbedoncluded in the previous
chapter. First, it demonstrates again that temposéetl life expectancy can be inter-
preted as the average of hypothetical life expentarof all cohorts living during the ob-
served period assuming that all currently savethdeaccur instantly in the next period.
Second, the fact that tempo-adjusted life expegtammains higher for population A in
the first periods after the change in mortalitg fib the mortality conditions of those co-
horts being alive in these periods. Thus, temposid{ life expectancy seems to be the
more appropriate indicator for period mortality daions in the light of the practical
purpose of a period measure as described at thenieg of this paper. Third, it becomes
clear again that conventional life expectancy nwesseen as a specific projection of co-
hort life expectancy of those born in year 2 rathan being a valuable indicator for pe-
riod mortality. Consequently, this example shovet #ven in a situation in which mor-
tality changes occur according to the conventitifatable assumption tempo-adjusted
life expectancy provides not only the more appmtprinformation on period mortality
conditions. Even more important is the fact thatfge-adjusted life expectancy does not
lead to disturbing paradoxes as those providedhyentional life expectancy in the
case where mortality changes according to the Bantgf&eeney assumption.
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6. Tempo-adjusted life expectancy 2001/2005 for 41 countries

In the previous sections we concluded that temposée life expectancy is the more
appropriate measure for period mortality than cotieaal life expectancy. In this sec-
tion we will show that mortality tempo-adjustmestiot just a technical issue but can
have severe impacts on the interpretation of periodality, above all regarding the
analysis of life expectancy differentials betweepylations or sub-populations. Luy
(2006, 2008) has already shown such an exampltbdéarase of mortality differences
between eastern and western Germany. Once lifectxpsy is adjusted for tempo ef-
fects, the differences between eastern and weSenmmany do not decrease immediately
after unification and ten years later they sti# argher when compared to the differences
in conventional life expectancy. Thus, tempo-adjddife expectancy can draw a very
different picture of mortality differentials thaomventional life expectancy. We ex-
tended the empirical application of mortality terrgatjusted and estimated tempo-
adjusted life expectancy for the years 2001-20086rége of the estimates for these five
calendar years) for 41 countries with sufficientrtality data. Most of the data used stem
from the Human Mortality Database (www.mortalitygpall files downloaded on July

31, 2009). Only the estimates for Greece and Rosreane based on data from the Euro-
stat Database (http://epp.eurostat.ec.europa.ealipage/portal/population/data/data-
base). Tempo-adjusted life expectancy was estiniatesing the method proposed by
Bongaarts and Feeney (2002), based on a seriex-o&isd age-specific death rates from
1960 to 2005 (exceptions: New Zealand Non-Maori0t2603, Australia 1960-2004,
Greece 1961-2005, Romania 1968-2005, Taiwan 1906;26rael and Slovenia 1983-
2005). Estimates for tempo-adjusted life expectatdyirth assume no tempo effects be-
low age 30. (In this method the annual changekeraverage age at death are estimated
on the basis of the period-specific shift of thentpertz parametd}. The resulting esti-
mates for tempo-adjusted life expectancy diffelyaninimally from estimates based on
annual changes in the TMR. Since the data necesdstermine the TMR is available
for a few countries only we used thenethod for all 41 countries.)

Tables 2 and 3 show the results for females andsne¢spectively. The first column
presents the values for conventional life expegtatdirth, the second column the corre-
sponding estimates for tempo-adjusted life expegtahhe next column gives the differ-
ence between conventional and tempo-adjustedifecatancy. In most cases this differ-
ence is positive meaning that improvements of nirteonditions lead to tempo effects
which bias conventional life expectancy in the uph@irection. However, there are
some eastern European countries like Russia oritékrehere mortality increased during
the last decades and thus tempo distortions cdbseaupposite effect. The last two col-
umns contain the ranks of the countries accordimgtventional and tempo-adjusted

life expectancy, respectively. The countries atemed by the absolute amount of tempo
effects, i.e. by the difference between conventiand tempo-adjusted life expectancy,
with the country with the highest mortality temgteets being on the top and the country
with the lowest tempo effects being on the bottdrthe table. The difference between
the highest and lowest life expectancy and thedstahdeviation of the corresponding
estimates for conventional and tempo-adjustecekigectancy can be found in the last
two rows of the tables. These values reveal thangnboth sexes the differences be-
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tween countries decrease once life expectancyjusted for tempo effects. (Compared
to conventional life expectancy the maximum differes decrease from 13.16 to 9.19
years among females and from 20.19 to 16.11 yeaosi@ males, the standard deviation
decreases from 2.91 to 2.34 among females and4rdgto 3.84 among males).

Among females Japan is the country with the highestventional life expectancy and at
the same time the country with the highest temgeces (see Table 2). Tempo-adjusted
life expectancy is three years lower than convexalitife expectancy for Japanese fe-
males. But despite this high amount of tempo effdapanese women show also the
highest tempo-adjusted life expectancy. However difference to the next country in
the ranking of life expectancy decreases considgralscording to conventional life ex-
pectancy, Japanese females have an advantagerofeb& over France on rank 2. Ac-
cording to tempo-adjusted life expectancy, thisaadage is only 0.66 years over Swit-
zerland which takes the second place from Franteeicorresponding ranking. After
Japan, France and Switzerland, Italy takes ramkebnventional life expectancy, but in
the ranking of tempo-adjusted life expectancy Ifalis further behind Spain, Iceland
and Sweden. In some cases, the effects of tempstatnt are more significant than
just causing a change of the position of counirigbe corresponding rankings of life
expectancy. For instance, according to the conorativalues, eastern German females
have a 1.36 years higher life expectancy than Wdgien. However, after tempo-
adjustment life expectancy of U.S. women exceddshpectancy of eastern German
women by 0.32 years. Thus, this example showspidnatdoxes as those demonstrated in
the previous section with model populations A an@Bere population B shows the
higher conventional period life expectancy althoegkh cohort of population A lives
longer than the corresponding cohort of populaBpexist in empirical reality. Given

the different histories and structural compositiohthe U.S and the eastern German
population, it becomes apparent that tempo-adjugtedxpectancy can provide a com-
pletely different result regarding mortality difésrtials and consequently can lead to very
different conclusions regarding the determinantsioftality. Beside Italy and eastern
Germany, Australia, Ireland, Austria, Israel andl&nd are the “losers” in the ranking of
tempo-adjusted life expectancy. On the other shdewinners” among females are the
Netherlands (rising from rank 20 according to camimal life expectancy to rank 12
according to tempo-adjusted life expectancy) ankeimbourg (rising from 18 to rank
11).

Among males the first two places in the life expecty rankings remain unchanged with
Iceland on the first and Japan on the second [ftsEeTable 3). In contrary to the situa-
tion among women, the difference between thesectwaitries increases from 0.60 years
to 1.27 years once life expectancy is adjustedeimpo effects. Also among males
tempo-adjustment provides a very different picfrenortality differentials. For in-
stance, according to the conventional way of catowh, life expectancy of New Zea-
land’s males (Non-Maori) exceeds those of men ftloenNetherlands by 1.04 years. Af-
ter tempo-adjustment, Dutch males show the slidhitiher life expectancy with an ad-
vantage of 0.13 years. Also interesting are thectsfof tempo-adjustment on life expec-
tancy differences between eastern European cosn&aeording to the conventional
values, Latvia’s life expectancy exceeds thoseusdi by 6.69 years. According to
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tempo-adjusted life expectancy, however, the difiees are more than three years
smaller. Among males, the “losers” in the rankiridife expectancy after tempo-
adjustment — falling three or more ranks — are Alist, New Zealand (Non-Maori), Aus-
tria, Italy, Ireland and England. The “winners” &eecece (rising from rank 13 according
to conventional life expectancy to rank 6 accordmtempo-adjusted life expectancy),
Luxembourg (rising from 21 to rank 15), the Nethads (rising from 14 to rank 11) and
Denmark (rising from 22 to rank 19).

7. Summary and conclusions

Tempo effects exist and occur as do age compogfiects. This has been shown with
the empirical TMR for West Germany from 1970 to 200/e have shown that both,
conventional and tempo-adjusted life expectanaydstadize for these tempo effects.
However, the two measures differ in the way of g@gadization. Conventional life expec-
tancy deals with tempo effect-caused postponechdest if there were no tempo effects,
whereas tempo-adjusted life expectancy takes tefipots explicitly into account.
These preconditions raise the questions aboututpopes of period measures and how
these purposes are met in the two standardizataoegures. In our perspective, period
indicators should measure only period conditiom$uiting effects of changes which are
independent from past and future assumptions (teahpurpose). Furthermore, a period
measure of mortality should reflect the currenttaldy conditions of the real cohorts in
order to allow conclusions for political or mediaaierventions (practical purpose).

In the light of these demands, our theoretical (ehpeixamples have shown that tempo
effects can lead to severe distortions of infororaibout the current mortality conditions
of a population when conventional life expectarecysed as indicator for period mortal-
ity: (i) conventional period life expectancy carcoase although each subsequent cohort
experiences an increase in life expectancy (tharsyentional period life expectancy in-
dicates a mortality increase that is not experidrmeany cohort), (ii) conventional pe-
riod life expectancy can have a level that no cbbeer reaches, and (iii) conventional
period life expectancy can provide a lower leveldgopulation A as compared to an-
other population B, although each cohort of popoireA has a higher life expectancy
than the corresponding cohort of population B (flwasiventional period life expectancy
indicates a higher mortality of a population of ethevery cohort lives longer than the
corresponding cohort of the other population). aitph the models where these para-
doxes appeared are based on the assumption thilitgyarhanges take place as stated
by the Bongaarts/Feeney assumption we think tHeyeld be no theoretical situation in
which such paradoxes can occur. The examples whertality changes have been mod-
eled to follow the conventional life table assurapthave shown that tempo-adjusted life
expectancy is free of providing such paradoxical muisleading results.

From the findings presented in this paper we catecthat tempo-adjusted period life
expectancy does fulfill our demands on a periodsueaand represents an adequate so-
lution to standardize period mortality conditions the compositional effects of age
composition and postponement of deaths. In seétie showed that mortality tempo
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effects can lead conventional life expectancy tbibsed by more than three years. Thus,
tempo effects can lead to distortions which arengtrenough to severely influence the
estimation of life expectancy differences betweepyations and sub-populations and
consequently also the analysis of determinantsastatity differentials. According to
these results we can expect that tempo effectsasiynaffect the empirical analysis of
most phenomena of mortality differentials like tyEening and the recent closing of the
mortality gap between women and men in the developm|d, the linear increase in re-
cord life expectancy at birth described by Oeppsh\éaupel (2002), or the increasing
mortality gap between eastern and western Europ@tier similar phenomena.

The discussion about tempo effects is mainly audision about the definition and inter-
pretation of period indicators. The question iswbether tempo effects exist. The ques-
tion is whether they have to be seen as distortioaishave to be taken into account. We
argue that period life expectancy as an indicaiopériod mortality conditions must

have a meaning for the currently living cohortsisTii a necessary precondition since
period life expectancy is used as an indicatothercurrent health conditions of a popu-
lation and to evaluate the effectiveness of spebidialth measures or the impact of spe-
cific factors on mortality. If the measure we useslnot reflect the mortality of the real
population we cannot draw the desired conclusiblust papers criticizing tempo-
adjustment of life expectancy focus on aspectsaeltn the specific adjustment formulae
rather than discussing the practical importandemipo distortions (see Luy 2006, 2008).
We hope that our alternative way of looking atdlssumptions behind conventional and
tempo-adjusted life expectancy might help leadimg discussion in a direction that gives
justice to the tempo approach of Bongaarts anddyesrgarding its application in the
analysis of period mortality.
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Table 1: Number of survivors at age X, deaths asiiting probabilities of dying
of the model population

Age X Survivors at age X Deaths a(x)
0 500 100 0.200
1 400 50 0.125
2 350 250 0.714
3 100 100 1.000
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Figure 1: Total Mortality Rate (TMR) for West Genmaomen and men, 1970-2005
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Source: own calculation with data of the Statidti@tice of Germany (2006)
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age

Figure 2: Redistribution of postponed deaths acaugydo the
conventional life table assumption
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Figure 3: Redistribution of postponed deaths acaugydo the
Bongaarts/Feeney assumption
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Figure 4: Trends in period, tempo-adjusted and cohfe expectancy assuming that
postponed deaths occur in the next period (Bong#aeeney assumption)
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Figure 5: Trends in period, tempo-adjusted and cbhfe expectancy assuming
constant g(x) (conventional life table assumption)
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Figure 6: Cohort life expectancies for the cohatgpopulations A and B assuming that
postponed deaths occur in the next period (Bong#aeeney assumption)
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Figure 7: Conventional and tempo-adjusted peride éixpectancy for population A and
population B assuming that postponed deaths ogcthé next period
(Bongaarts/Feeney assumption)
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Figure 8: Cohort life expectancies for the cohatpopulations A and B assuming
constant g(x) (conventional life table assumption)
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Figure 9: Conventional and tempo-adjusted peride éxpectancy for population A and
population B assuming constant g(x) (conventiotf@ltbble assumption)
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Table 2: Conventional life expectancy e(0) and agjusted life expectancy e(0)* for
41 countries, females 2001-2005, no tempo effettsvoage 30

rank

e(0) e(0)* difference ¢e(0) e(0)*
Japan 85.28 82.29 2.99 1 1
Eastern Germany 81.37 78.61 2.76 19 25
Taiwan 80.14 77.55 2.58 26 28
Italy 83.23 81.02 2.21 4 7
Australia 82.97 80.76 2.21 6 9
Ireland 80.62 78.55 2.07 23 26
Austria 81.85 79.78 2.06 13 17
Israel 81.60 79.63 1.98 14 19
Slovenia 80.55 78.62 1.93 25 24
France 83.31 81.40 1.91 2 3
Western Germany 81.58 79.73 1.86 16 18
Spain 83.21 81.36 1.85 5 4
Finland 81.90 80.04 1.85 12 15
New Zealand (Non-Maori) 81.93 80.09 1.84 11 13
Portugal 80.93 79.10 1.83 22 22
Poland 78.89 77.08 1.81 30 31
England & Wales 80.95 79.24 1.71 21 20
Czech Republic 78.89 77.19 1.69 31 30
Switzerland 83.31 81.63 1.67 3 2
Belgium 81.46 79.87 1.59 17 16
Iceland 82.82 81.23 1.59 7 5
Scotland 79.12 77.54 1.58 29 29
Hungary 76.89 75.35 1.54 35 36
Greece 81.59 80.07 1.51 15 14
Northern Ireland 80.60 79.10 1.50 24 21
Canada 82.23 80.83 1.41 9 8
Estonia 77.38 76.01 1.37 34 34
Norway 81.95 80.66 1.29 10 10
Denmark 79.76 78.50 1.26 28 27
Sweden 82.39 81.16 1.23 8 6
Slovakia 77.88 76.73 1.15 32 33
Luxembourg 81.43 80.31 1.13 18 11
USA 80.01 78.93 1.09 27 23
Romania 75.08 74.07 1.01 38 39
Russian Federation 72.12 73.09 -0.97 41 41
Latvia 76.28 75.38 0.90 36 35
Netherlands 81.07 80.22 0.85 20 12
Bulgaria 75.88 75.15 0.73 37 38
Lithuania 77.51 76.79 0.72 33 32
Belarus 74.69 75.33 -0.64 39 37
Ukraine 73.56 74.06 -0.49 40 40
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Table 3: Conventional life expectancy e(0) and agjusted life expectancy e(0)* for
41 countries, males 2001-2005, no tempo effectswbaye 30

rank

e(0) e(0)* difference ¢e(0) e(0)*
Australia 78.00 74.74 3.27 4 10
New Zealand (Non-Maori) 77.46 74.58 2.88 7 13
Eastern Germany 74.89 72.10 2.79 24 26
Austria 76.09 73.32 2.77 17 21
Italy 77.50 74.75 2.75 6 9
Finland 75.08 72.34 2.74 23 24
Ireland 75.67 73.06 2.61 19 22
England & Wales 76.56 73.97 2.59 11 14
Russian Federation 58.75 61.32 -2.57 41 41
Slovenia 72.98 70.46 2.52 29 29
France 76.13 73.64 2.49 16 17
Canada 77.39 74.91 2.48 9 7
Switzerland 78.05 75.58 2.47 3 4
Western Germany 76.15 73.70 2.45 15 16
Belarus 62.72 65.09 -2.37 39 38
Northern Ireland 75.72 73.47 2.25 18 18
USA 74.82 72.58 2.24 25 23
Japan 78.38 76.16 2.22 2 2
Taiwan 74.29 72.09 2.20 26 27
Norway 76.98 74.82 2.16 10 8
Czech Republic 72.34 70.21 2.14 30 30
Belgium 75.51 73.38 2.12 20 20
Scotland 73.90 71.78 2.12 28 28
Ukraine 62.02 64.07 -2.05 40 40
Sweden 77.98 75.95 2.03 5 3
Portugal 74.28 72.28 2.00 27 25
Israel 77.43 75.57 1.86 8 5
Spain 76.47 74.61 1.86 12 12
Denmark 75.17 73.43 1.73 22 19
Netherlands 76.42 74.71 1.70 14 11
Luxembourg 75.39 73.79 1.60 21 15
Poland 70.43 68.83 1.60 31 31
Iceland 78.94 77.43 151 1 1
Greece 76.44 75.12 1.33 13 6
Hungary 68.47 67.17 1.30 34 35
Slovakia 69.92 68.74 1.18 32 32
Estonia 65.98 65.28 0.70 37 37
Latvia 65.44 64.77 0.68 38 39
Lithuania 66.02 66.43 -0.40 36 36
Romania 67.82 67.49 0.33 35 34
Bulgaria 68.86 68.66 0.20 33 33
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