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Abstract

We study the productivity effects of changes in education and age
of the labor force in Swedish manufacturing over the eleven years 1985-
1996. Our data allow us to examine the composition of the workforce
with respect to demographics and education at each plant. Educa-
tion and age correlate due to cohort effects since the younger workers
have higher education. This makes identification of education effects
precarious. We investigate this problem by conditioning on the age
composition. The tentative result is that tertiary education has less
positive effects than secondary education in these industries.
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1 Introduction

During the end of the last century more detailed micro-level data sets made
possible studies of productivity at the plant level. With the use of the new
data it has been possible to investigate and test assumptions in many different
research fields.1 One of the main results of the new research has been the
finding of a persistent productivity dispersion over plants (Baily et al. 1992,
Bartelsman and Dhrymes 1998), something which has called the conventional
aggregate production-function approach into question. However, there is still
a large uncertainty about how much of this productivity dispersion that is a
systematic feature of the data and how much that is simply a consequence
of unobserved heterogeneity.
It has been difficult to investigate this since there has been a dearth

of data where individual characteristics of labor can be matched to plant-
level productivity. A few papers e.g. Entorf and Kramarz (1998), Entorf
et al. (1999) and Doms et al. (1997) have had access to longitudinal data
over plants where worker characteristics are known, but the longitudinal
dimension has in general been of rather limited length.2. By now more data
sets of matched employer-employee matched data over longer time periods
have emerged, see for example . In recent years the availability of employer-
employee matched data sets have multiplied and there are now a number of
studies attempting to study how age and education affect productivity at
the plant level. A great deal of studies have focused on the old seniority
pay discussion, e.g. Beffy et al., Ilmakunnas and Maliranta, Aubert and
Crépon etc. Results are, however, rather mixed, due to a host of estimation
difficulties.
We have at our disposal a longitudinal data set where all Swedish man-

ufacturing plants with more than 5 or 10 employees can be followed for the
period 1970-1996. For the years 1985-1996 there are in addition educational
and demographic data on the individuals working in manufacturing that can
be matched to the plant data. Unfortunately, our data lack technological
information at the individual level, which some of the papers mentioned
above have access to. However, our focus is on the plant rather than the
individual; whereas the aforementioned studies have been directed towards

1See Bartelsman and Doms (2000) for an overview of previous research.
2While Doms et al. (1997) have only one cross-section of worker characteristics and a

rather small survey sample of larger plants, Entorf et. al. (1999) can follow both workers
and firms 1991-1993 so they also have a longitudinal dimension in worker characteristics.
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issues of technology use and wage formation, our focus is on productivity
and human-capital effects on productivity. Of course, human capital is not
an unambiguous concept. It could be argued that it is in fact synonymous
with labor, since there is no such thing as ”raw labor” that does not require
any initial investments. Every child requires huge investments in time, care,
food, housing, clothing and basic training before it reaches an age and ma-
turity where any kind of productive labor can be had. Such a comprehensive
definition may not be very useful, however, since it is difficult to measure dif-
ferences in that kind of investment as distinguished from innate capabilities.
The conventional view that human capital consists of investments in formal
education and work experience is easier to handle.
As Bartelsman and Doms (2000) remark there is some uncertainty sur-

rounding the question of how much of the very large productivity differences
between plants that are due to random measurement errors and how much
that is due to unobserved heterogeneity. There is, however, substantial evi-
dence that productivity differences are quite persistent. As Mellander (1999)
shows in a factor demand study of Swedish industries, productivity differ-
ences between industries can to some extent be explained by the composition
of the labor force with respect to education and age. Börsch-Supan et al.
(2007) show that even at the work station level age composition effects can
be found along an assembly line with very standardised tasks. This is, of
course, not unexpected, but due to lack of data these dimensions have often
been ignored in traditional productivity studies. Our paper contributes to
the literature by examining how productivity varies with the age and educa-
tion composition of the workforce in Swedish manufacturing over the years
1985-1996. In particular we focus on the less studied effects of educational
composition.
Previous literature has not ignored this question. Labor economists have

always been interested in the connection between productivity and the skill of
the work force and the human capital. Growth-accounting studies have tradi-
tionally used wage differences as proxies for average productivity differences
in order to decompose the labor input of different groups. This is, however,
problematic since research has shown ((Forslund and Lindh 1997)) that wage
differences are only weakly related to productivity differences at the plant
level and thus are very unlikely to catch the average productivity effect of hu-
man capital. After all, wages are supposed to measure the marginal worker
contribution. While it is clear from countless studies that education confer
a wage premium as expected and macro productivity studies have started to
come to grips with measurement errors (Lindahl and Krueger 2001, Lutz et
al.) showing that there is indeed a positive effect from education on produc-
tivity growth, the evidence from the plant level is less clear. In fact, there
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is evidence that at least in Swedish manufacturing it is secondary schooling
rather than tertiary that is important for productivity growth (Gunnarsson
et al. ). Also in our data a straight regression of education on productivity
shares at the plant level indicates that upgrading from secondary to tertiary
education is associated with a decrease in productivity. This is rather puz-
zling in view of the wage premium evidence. While diminishing returns from
education might be expected, negative returns is clearly at odds with both
theory, intuition and other emprirical evidence. Interpreted as a composition
effect a more plausible explanation may therefore be that the addition of
tertiary education to the optimal composition is comparatively of less im-
portance in our manufacturing and mining data. In a more formal way we
would thus interpret the evidence as a lower elasticity of output with respect
to tertiary education.
Thus, our primary aim here is to investigate the reasons for this unex-

pected result. There are a number of difficulties in identifying plant level
effects on productivity. First, the composition of the workforce is not in-
dependent of other decisions and shocks affecting productivity, hence endo-
geneity bias through correlation between residuals and right hand variables
is an issue. Second, considerable heterogeneity problems could be suspected
since technology may differ considerably according to size, specific industry,
age of plants and region. A host of other identification problems involving
collinearity and non-linearities are also present. In order to start probing
these issues we in particular focus on the interaction of age and education,
where we have an obvious problem in identifying cohort effects, since young
workers are in general more highly educated than old workers.
The next section of the paper contains a description of our data set as

well as some descriptive graphics. In Section 3 the econometric model spec-
ification is discussed and the results are presented in Section 4. In Section 5
concluding remarks and suggestions for further research are made.

2 Matched individual and plant data

Our data is a specially matched set of establishment data from the Industrial
Statistics 1970-1996 and individual data from the Annual Regional Employ-
ment Statistics (ÅRSYS) 1985-1996, later renamed Regional Labour Market
Statistics (RAMS), both produced by Statistics Sweden. The population for
the plant data are all workplaces within mining and manufacturing in Swe-
den. However, only firms with at least five employees (ten after 1990) are
included in the total survey; smaller plants have been included with some
data imputed based on a sample survey. These plant data have been matched
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to individuals at the plant level in order to get measures of the educational
and demographic composition of the labor force at each plant. Labor pro-
ductivity is measured as value-added per employed person deflated using the
producer-price index. There are some matching problems, forcing us to ex-
clude some observations where we cannot unambiguously identify the plant
to which individuals belong. These are mostly small firms that we would
have excluded anyway.
The measure of productivity per employed is, as all variables taken from

the Industrial Statistics, an average over the year. This leads to some com-
patibility problems with the ÅRSYS data since these data refer to the em-
ployment in a particular week in November. The employment variables in
the two data sets might therefore differ quite a lot for plants that have ex-
perienced dramatic changes during the year. We have solved this problem
by interpolating the employment values in ÅRSYS - including individual
age/education cells - for these plants based on the difference in employment
between the two data sets.3

The sample of plants we use in the empirical investigation is selected as
follows: since data on age and education of the employees only are available
from 1985, all observations for the years 1970-1984 are dropped. In order to
get a somewhat more homogeneous sample we in some cases exclude plants
with less than 50 employees on average over the years the plant is present
in the data. There are two problems with smaller plants. One is that data
per se often are less reliable since survey answers often are lacking, another
is that shares of age/education groups are less likely to have a systematic
relation to productivity in smaller firms. The fewer people the harder it is
to achieve an optimal mix due to indivisibilities. The exact limit we have
chosen here is, admittedly, a bit arbitrary and chosen in order to be on the
safe side. This exclusion reduces the number of plants with about 75 percent
and the number of observations with about 70 percent. It might seem radical
to throw away that many observations but our sample still comprises well
over half of the employment in manufacturing, leaving us with an unbalanced

3To be precise, we linearly interpolate values on total employment in years when the
relative difference in employment between the two sets is deemed too large - defined to
be the 10% largest differences. When extrapolations at the beginning or the end of the
period are needed, e.g. for periods T and T-1, values are calculated sequentially as:
xT−1 = 0.5(xT−2 + xT−3)
xT = 0.5(xT−1 + xT−2)
When a value on total employment has been interpolated for a plant a particular year

this aggregate number is divided up on an individual age/education cell according to a
ratio determined by the average of the weight of the cell before and after the interpolated
year. Plants for which the employment in ÅRSYS is zero all of the years have been dropped
since imputation of age/education values then becomes impossible.
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Figure 1: Comparison of the general level of education in different age groups
1985 and 1996.

panel with roughly 28 500 observations on 4 000 plants over a period of 12
years.
In our analysis we focus on employment shares of different age/education

groups. We subdivide the workforce into the age groups 16-29, 30-39, 40-49,
50-59, and those 60 and above. The educational categories we use are those
with at most compulsory primary education, those with at most secondary
education, and for those with tertiary education we sometimes subdivide into
two groups: education with technological content and other content. There
is also a group where the educational code regarding length and/or subject
has not been established. This group is considerably larger before 1990 than
after due to better data collection routines being introduced at that time. In
the appendix, Table A1 presents some descriptive statistics for the different
variables. Figure 1 below shows the distribution of categories in the whole
of manufacturing in 1985 and 1996. As can be seen the general level of
education has increased in each age group over the period making the risk of
confounding education and age effects obvious.
As was mentioned in the introduction it is quite common in empirical

investigations to use wage differences as proxies for marginal productivity
differences between different groups. Figure 3 shows the danger of this on
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plant data. In the figure observations have been ranked by productivity and
the corresponding wage per employee has been plotted for a representative
industry, the food industry–the picture is basically the same regardless of
industry–in four different years. What we see are Salter curves (after Salter,
1960). The naked eye cannot discern any relation at all between productivity
and wage level. In fact, a regression reveals that the wage line may have a
faint upward, but it is quite indisputable that this cannot be very important.
In Forslund and Lindh (1997) it is shown that a similar picture holds not
only for our sample period but even back into the 1960s. Not only does it
hold for each industry in each year, but the actual productivity distribution
has a very distinctive and stable form; a truncated Cauchy distribution with
time-varying parameters provides an excellent fit for all cases. Although the
general shape of the productivity distribution has been known for a very
long time, economists, educated in the tradition of representative agents and
firms, have a strong tendency to ignore the fact that the average plant in this
distribution is in fact not very representative of the aggregate at all. Rather
what matters are the properties of inflow and outflow in the distribution.
One pertinent observation in the literature is that local labor markets seem
to improve when there is a large inflow of young workers (Nordström Skans,
2002, studies Swedish local labor markets and Shimer, 1999, studies U.S.
states). One hypothesis why this is so could be that a larger inflow improves
on matching efficiency in the labor market. This would be expected to also
have productivity effects and indeed Nordström Skans (2007) finds that this
is the case. Manufacturing productivity is higher in the local labour market
areas where the share of workers above 50 is higher.

Figure 4 shows the time series of the average number of employees in dif-
ferent age groups with different educational levels. It is clear from the graph
for the age group 16-29 that the recession in the beginning of the 1990s is
associated with a decrease in the number of young employees with primary
and secondary education, of which a large part was employed during the
previously overheated business cycle in the end of the 1980s. We can see
a similar drop in the groups 30-39 and 40-49, but it is interesting to note
that this decrease only occurs for the group with at most primary education.
There is actually an expansion of the number of people with secondary edu-
cation in all ages 30-59 during the recession, and for the age group 50-59 this
is even true for those with primary education. In all age groups we also see
a steady increase in the number of employees with higher education. This
leads to the conclusion that the shedding of employment during the recession
was upgrading the education level, not only by firing those with low educa-
tion and low experience but also by actually hiring more people with higher
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Figure 2: Rank plot of productivity with corresponding wage costs per em-
ployee in the lower line for the food industry in 1985, 1989, 1993, and 1996.
The horizontal scale is the rank in the distribution of plants, while the ver-
tical scale are amounts in thousand 1968 SEK (approximately 0.7 times this
figure equals current EUR).
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Figure 3: Plots of the average number of employees in age groups at different
educational levels 1985-1996.

education or more experience.

In Figure 5 the mean, median, and interquartile range of value-added
per employee are shown for four different industries. Even though there
are similarities between the plots it is also clear that there are noticeable
differences in business-cycle sensitivity between industries, both regarding
the center and spread of the productivity distribution. Saw- and planing
mills and the pulp industry both display more volatility over time than the
two machinery industries with two distinguishing peaks at the end of the
1980s and the middle of the 1990s. The machinery industries, particularly
other machinery and equipment, are less sensitive to these business-cycle
fluctuations. As Figure 5 also demonstrates, industries that share a time-
pattern for the center of the distribution do not necessarily have similar
variations in the spread. Unlike the saw- and planing mill industry that has
procyclical fluctuations of the tail of the productivity distribution during the
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Figure 4: Plots for the mean, median, and interquartile range of value-added
per employee for four different industries.

whole period, the effect of the slump in the beginning of the 1990s resulted
in a more stable shape of the distribution in the pulp industry. The spread
of the distribution in the two machinery industries also have quite dissimilar
time patterns, particularly in the 1990s.

Accounting for this type of heterogeneity of the different industries is
difficult to do in a traditional panel-estimation framework with fixed effects.
Type of industry is a plant-specific effect (by construction of our sample),
which means that we could rely on the standard within estimator to purge the
data of the industry effects and then let time effects pick up period effects that
are common to all plants - if we believed that the shape of the time pattern
is the same in all industries. However, as shown in Figure 5, the industry
effect is clearly different in e.g. the recession. In order to rid the data of
these effects we will, in the estimations, run standard fixed-effect regressions
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on data where the industry/time-specific mean have been removed. Thus
we are in effect using variables that are deviations from the average in each
industry and for each year. There is a risk that we then have removed
too much variation, in particular some of the variation between contracting
and expanding industries. This variation is likely to be correlated to the
composition of the workforce so variation due to inflow and outflow of labor
between industries has been removed.

3 Model specification

Productivity estimation generally starts off from an assumption that all firms
have access to the same technology andmaximize profits given the constraints
of factor supply and demand for the product. Under an assumption of con-
stant returns to scale perfect competition can be assumed and it follows that
in market equilibrium we can treat the outcome as an equalization of mar-
ginal factor unit costs to product price. This has always been a controversial
assumption but the improved access to plant level data and studies of the
gross in- and outflow of plants (Davis et al. 1996) has made this ”repre-
sentative plant” assumption even more questionable. The very large and
persistent productivity dispersion that we observe within industries is very
hard to reconcile with a representative firm view.
Of course, there is no shortage of explanations for this stylized fact. Some

degree of market power seems wide-spread in the real world. Economies of
scale and non-malleable capital assets are all factors making it more likely
that there is a high degree of inertia and at least temporarily inefficient allo-
cation of production resources. In Sweden that has actually been an implicit
assumption behind important parts of the labor market policies implemented
in the post-war period. The so called Rehn-Meidner model explicitly saw sol-
idarity wage policies as a means to force resources out of firms working with
obsolete capital equipment into more dynamically efficient firms. The for-
mal modelling of such structures through vintage or putty-clay models under
imperfect competition is, however, no easy task. All too often the radi-
cal simplifications necessary to make models tractable stifle the objective of
achieving a more realistic model of production.
To these difficulties we have to add the untenable assumption of more

or less homogeneous labor. It is all too obvious that labor is in reality a
very heterogeneous input even with respect to easily measured dimensions
as formal education and experience, not to speak of unobservables as task-
specific ability and tacit knowledge.
Since it is impossible for us to construct reliable capital measures at the
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plant level for the whole sample we focus on labor productivity in the analysis
here. To control for differences in capital structure to some extent we assume
that there are industry-specific and plant-specific characteristics which catch
the effects of a partly nonmalleable capital stock and differences in technol-
ogy.4 Labor productivity π is then viewed as a simple linear function

πit = α+
mX
k=1

βknkit + εi + νt + ηbt + µit (1)

where nk is the share of different types of labor used in the production plant i
in period t within industry b.We assume that there are specific intercepts for
each production unit, industry and time period. The plant-specific fixed ef-
fects will catch any systematic differences in capital level that are persistent
over time. The time-specific effects on the other hand will catch common
business-cycle variations in investment activity and thus most of the short-
run variation in the capital stock. Finally the industry-specific effects should
account for industry-specific demand variations as well as some of the tech-
nological differences.

3.1 A production function interpretation?

From the viewpoint of production theory equation (1) corresponds closest to
a production-function approach to estimation. Inserting the logarithms of
labor categories and labor productivity corresponds to the assumption that

yit
Nit

= Ait

Ã
mY
k=1

n
βk
kit

!
eεiνtηtbuit (2)

Thus, if the βk sum to one the production function will be a constant
returns to scale Cobb-Douglas function with labor inputs Lk.5 Any general
technological shocks will be caught in the time effects. But so will demand
shocks and it is hard to identify these separately. Time-varying plant ef-
fects are theoretically quite plausible but are clearly impractical to estimate.

4Some experimentation with capital measures for a sub-sample of data where we had
investment data has been undertaken in a companion paper focusing on age structure,
Malmberg et al. (2008), and has been shown to have surprisingly small effects on the age
composition effects. It is possible that capital and education has a more complementary
relation, however.

5This is not strictly correct when we are using overlapping labor inputs, but for the
sake of argument we make this simplification. Note that this is not at all unusual to see in
the literature where human capital is often added as a separate input in spite of the fact
that it cannot be physically separable from labor.
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Industry-specific time effects might however be possible to estimate. We will,
however, restrict ourselves to common elasticities for the labor categories
since the weak relation of wage levels to productivity indicate that marginal
productivities are on average more or less equalized over plants and indus-
tries. First-order profit maximization conditions under perfect competition
with this technology are

∂y

∂Lk
=

βky

Lk
= λwk

so the wage share
wkLk

y
is proportional to the elasticity βk. It would seem

that, at best, this could hold at the industry level, or at more aggregated
levels. The partially decentralized wage bargaining in Sweden during the
period in question is mainly performed at the industry level.
To assume that each firm performs this optimization at the plant level

requires us to believe that technological elasticities by some coincidence hap-
pen to vary so that wages become more or less equalized, or that the shadow
values of labor in different plants vary in such a way that common wages
can be accommodated within the same technological structure. To see this
consider that

βki

µ
y

Lk

¶
i

= λiwk for each i

must hold in each firm i. Since labour productivity varies dramatically in an
industry the ratio λi/βki must match labour productivity variation more or
less exactly. In practice we know that average wages are more or less constant
so this should mean that labour elasticities vary approximately proportional
to labour productivity. Since the form of the productivity distribution is
highly persistent it is highly unlikely that this parameter follows such a strict
rule in every industry. The Cobb-Douglas form also assumes that the elastic-
ity of substitution between different categories of labor is equal to one. This
might be a too harsh restriction on data since there are obvious differences
in complementarity between young and old of the same educational status
(Kremer and Thomson 1998).
The conclusion is that we can only interpret the results of estimating the

equation above as an aggregate production function and not take it to imply
that this holds strictly at the plant level. Plausible assumptions to validate a
plant interpretation would require allowing for different parameters for each
plant and also allow for time-varying parameters to add to the problem. Some
kind of vintage structure or putty-clay function might be able to handle this,
but since we know that plants also are migrating both up and down in the
distribution, we would need some hybrid model. At this stage we find it more
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important to preserve transparency and view the estimation more as a data
description tool.
It is common to use cost-function approaches at the industry level for

productivity research (for example Mellander 1999 and Morrison 1988) since
price data at this level are often more widely available and more reliable
than output and input data. However, at the plant level the situation is
rather the reverse. It is practically impossible to get any plant-specific price
indexes while, at least in manufacturing, output and input data are available.
Separate wage data for the different categories are very hard to construct.
As previously remarked the lack of capital data is not satisfactory but with
regard to the uncertainty of such data we might as well use a fixed effect
approach to correct for it.
There are, of course, countless dimensions along which labor is differenti-

ated. In some sense every human being contributes a unique mix of abilities,
experiences and knowledge to the production process. In order to avoid the
curse of dimensionality we have to limit ourselves to a tractable set of char-
acteristics. Gender, age and education are three dimensions in which labor
is clearly distinguished. Subdividing labor into categories along these di-
mensions is, therefore, a natural choice. Still, to obtain a manageable set
of characteristics, it is necessary to keep the categories rather rough. With
five educational categories, six age groups and two genders we have 60 dif-
ferent kinds of labor to deal with. If we are to take account of interactions
between these groups the number of parameters quickly becomes unmanage-
able. Since female labour is clearly underrepresented in manufacturing and
mining we skipped this category as a first step.
But 30 variables may be too much also. However, we started looking

at estimations using this full set of disjunct variables. Very few significant
parameter estimates made it difficult to interpret the results. An attempt to
impose polynomial restrictions on the coefficients in order to deal with exces-
sive collinearity resulted in even fewer significant parameter estimates and
very strange age and education patterns implying that the share of young
people with only primary education had the most positive effect on produc-
tivity. We therefore had to resort to use overlapping categories. That is age
shares and education shares taken as separable factors.
Another issue that we need to deal with is the fact that educational

achievement to some extent is cohort-specific (Ohlsson 1986, Easterlin 1961,
Macunovich 1998) and thus creating a potential identification problem since
the cohort-specific education will transfer from age group to age group and
thus may be confounded with time effects. The fact that we aggregate age
groups in fairly wide segments should, however, alleviate that problem. (On
this issue see further in Fienberg and Mason 1985 and Andersson 2001).
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How much of a problem this is also depends on to what extent the work-
force composition at a given plant is stable. The less turnover there is the
more of a problem this issue can become. A priori we can only note this. We
know, however, that both job flows and worker flows are quite substantial.
The former are on average annually in manufacturing around 20 percent and
the latter may reach 30-40 percent with a rather wide spread over business
cycles. There are quite dramatic differences in these flows for different age
and educational categories.
The basic estimation equation 1 assumes that we can treat the shares

of different worker categories as independent variables with a loglinear or
linear relation to labor productivity. Besides an implicit assumption of the
absence of scale economies at the plant level and at least weak separability of
factor inputs, current composition is likely to be correlated with productivity
shocks, thus we have the possibility of endogeneity bias. In addition to
identification problems, omitted variables and unaccounted heterogeneity in
technology this creates some non-trivial estimation problems that we cannot
at this point solve to our satisfaction. To some extent fixed effects take
care of omitted variables and constant differences in technology (and capital
stocks). Instrumental variable techniques are precarious since it is difficult
to find good instruments that works at the plant level (see Malmberg et al.
2008). Here we have so far left endogeneity issues aside and thus cannot
claim any causal interpretations.

4 Results

The results reported here are still preliminary and have not been thoroughly
tested. Thus the results should be viewed with some caution but they may
give some hints for further work along these lines.

Age-specific education levels

Education is unevenly distributed over age groups with the younger cohorts
being generally more educated (and also more recently, which may be of im-
portance in handling modern ICT technology for example). Thus we have
a correlation between the variables used as independent variables that may
cause a problem in identifying the effects. This problem is related to the fa-
miliar problem of identifying age, cohort and period effects separately, which
is impossible in any strict sense without imposing restrictions of some kind
on the data since we have an exact linear relation between these three kinds
of effects. That is a consequence of age simply being time minus the date of
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birth.
Therefore, since younger cohorts are more educated and older cohorts less

educated (and also since the value of the education of older cohorts may have
depreciated) controlling for the level of education may actually confound the
estimates since an increase in education generally will be correlated with a
decrease in age. In Table 1 we report a specification where we have used
overlapping variable cells and skipped some categories of workers. We report
two variants one using only plant-specific effects and a regime dummy to
account for the drop in overall employment due to the crisis in the beginning
of the 1990s and one where we add time-specific effects. This makes very little
difference (except for the R2). Hours worked per employee has been added
as a control for the fact that we cannot infer part-time or only part-of-year
work for the individuals. For age shares we get a reasonable hump-shaped
pattern with a peak in the age group 30-39. Although only the coefficient
for primary education is significant and negative the expected pattern does
appear with higher education giving relatively more positive effects.
Adding interactions in Table 2 yields partly confusing results. The age

pattern now is all negative. Since the variables are logged we cannot strictly
interpret 60+ as reference category and intercepts are not well defined. The
pattern is that 30-39 now becomes the minimum, however, while 16-29 and
40-49 have more positive effects. The estimate for hours worked remains sta-
ble as do the constant and regime dummy parameters.. To make the table
legible only significant education coefficients and interaction coefficients have
been included.but it is hard to make sense of these estimates. Whether we
use a full set of time dummies or only the regime dummy does not matter,
however, so obviously the interaction terms tend to reverse age patterns The
strongly negative effect from secondary education is also unexpected. Look-
ing at the significant interaction coefficients it becomes clear that the most
negative age groups 30-39 and 50-59 also have the most negative coefficients
for interaction with secondary education. To make sense of this you must
note that the logged shares are all negative variables and thus the interac-
tion variables become positive. Thus the effect of for example 30-39 with
secondary education is computed as

(−0.268− 0.170 ∗ log secondary education share) ∗ log age share 30-39

thus the interaction offsets the negative effect of the 30-39 age group. An
increase in the group will per se nevertheless have a negative effect per se since
the log function is monotonically increasing but dependent on the concurrent
change in educational composition it may be offset. Without a closer analysis
of how this actually works out it is difficult to say whether the patterns are
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Regressions made on industry/year-demeaned data
Method plant-specific plant- and time-

effects specific effects
Dependent variable
log value-added per employee Coef. Std. Error Coef. Std. Error

log hours worked per worker 0.327∗∗ 0.013 0.327∗∗ 0.012
log ageshare 16-29 0.025∗ 0.010 0.025∗∗ 0.009
log ageshare 30-39 0.045∗∗ 0.011 0.046∗∗ 0.011
log ageshare 40-49 0.020 0.014 0.019 0.013
log ageshare 50-59 0.005 0.010 0.004 0.010
log ageshare 60+
log share primary education -0.054∗∗ 0.018 -0.057∗∗ 0.017
log share secondary education -0.022 0.025 -0.021 0.023
log share tertiary education, tech. 0.002 0.002 0.002 0.002
log share tertiary education, other 0.002 0.002 0.002 0.002
log share unknown education
constant 0.028∗∗∗ 0.003
regime dummy -0.061∗∗∗ 0.004

# of obs 27770 27770
Adj R2 0.004 0.029

Table 1: Regressions with age and education shares as regressors. ** marks
estimates that are significantly different from zero at the 1 percent level, *
marks significance at the 5 percent level
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reasonable or not. It is however not straight-forward how to do such an
analysis since we have a complicated dependence between shares as such
that one also has to take into consideration.6 The cohort dependence of
educational level also prevents us from asserting that we only pick up clearly
identified age-eduction interactions. Our interpretation of the results in Table
2 is that interaction effects clearly are important but it is difficult to come
up with any coherent explanation of the rather peculiar pattern we see.
The problems of interpreting the estimates when using overlapping cate-

gories motivates an attempt to cut down both the number of age groups and
the number of education categories in the hope of getting clearer patterns.
In Table 3 results are reported where age categories are restricted to young
(-29), prime age (30-49) and old workers (50+) and education is only divided
into primary, secondary and tertiary level. Since hours worked also correlate
with age (younger workers tending to be more absent from work) we also
skip that variable. This results in the sample with 50 or more employees
increasing somewhat since we get fewer missing observations that way. In
order to increase the precision of estimates we have also used the full sample
in the first three columns of Table 3.

In the first column the pooled sample indicate clear hump shapes with
older and less educated workers being most negative for productivity. As
we control for plant-specific effects the coefficient estimates decrease and
young and old workers shift place, the younger becomes more negative. The
education ranking remains the same, however. Controlling further for time-
specific effects decreases parameter estimates even more but there are no
further changes in the pattern although differences are no longer all signifi-
cant. In columns 4 and 5 we revert to a more limited sample of larger firms.
With plant-specific effects this again strengthens the pattern but as we add
time effects coefficients decrease and the pattern becomes more diffuse again.
Thus our initial hunch that too small firms should not be used, because they
either have less reliable data or are too small to be able to optimize workforce
composition, seems vindicated. The hump shape of age coefficients is more
or less expected from other studies. It is somewhat more puzzling to find
in Table 5 that also the education productivity profile is hump-shaped with
secondary education yielding clearly more positive effects than tertiary edu-
cation. One potential explanation for this is that shares of tertiary educated
people are very small in most plants. Taking the log of this then generates
large negative values that may act as outliers if the functional form of the

6Since shares sum to one an increase in one share implies decreases in other shares that
prevents a straight-forward calculation of marginal effects.
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Regressions made on industry/year-demeaned data

Method plant-specific plant- and time-
effects specific effects

Dependent variable
log value-added per employee Coef. Std. Error Coef. Std. Error

log hours worked per worker 0.327** 0.013 0.327** 0.012
log ageshare 16-29 -0.113* 0.057 -0.114* 0.053
log ageshare 30-39 -0.268** 0.076 -0.271** 0.070
log ageshare 40-49 -0.002 0.079 -0.005 0.073
log ageshare 50-59 -0.203** 0.055 -0.203** 0.051
log ageshare 60+
log share primary education -0.393** 0.133 -0.398** 0.123
log share secondary education -0.838** 0.194 -0.848** 0.180
log share unknown education
16-29 * secondary edu -0.123** 0.035 -0.124** 0.033
30-39 * primary edu -0.159** 0.037 -0.161** 0.034
30-39 * secondary edu -0.170** 0.050 -0.173** 0.046
30-39 * tertiary edu, other -0.012* 0.006 -0.012* 0.005
50-59 * primary edu -0.056 0.023 -0.055* 0.021
50-59 * secondary edu -0.183** 0.039 -0.183** 0.036
constant 0.028** 0.004
regime dummy -0.060** 0.003

# of obs 27770 27770
Adj R2 0.004 0.031

Table 2: Regressions with age and education shares as regressors. ** marks
estimates that are significantly different from zero at the 1 percent level, *
marks significance at the 5 percent level
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Dep var: log VA/empl 1 2 3 4 5

log age share -29 0.015 -0.025 -0.004 -0.029 0.014
(4.04)** (8.87)** -1.52 (3.65)** -1.71

log age share 30-49 0.11 0.038 0.030 0.139 0.096
(17.24)** (6.89)** (5.56)** (6.77)** (4.68)**

log age share 50+ -0.018 0.013 0.001 0.078 0.015
(5.69)** (4.91)** -0.26 (7.35)** -1.34

log share primary edu -0.127 -0.029 -0.004 -0.088 0.004
(28.24)** (6.35)** -0.83 (6.71)** -0.28

log share secondary edu 0.034 0.13 0.066 0.324 0.168
(5.61)** (22.94)** (11.20)** (18.90)** (8.41)**

log share tertiary edu -0.021 0.004 0.003 0.021 0.012
(14.32)** (2.88)** (2.25)* (6.72)** (3.80)**

constant 4.139 0 0 0 0
(298.85)** 0 0 0 0

Plant size restriction >49 empl >49 empl
Fixed plant effect Yes Yes Yes Yes
Fixed time effect Yes Yes
Observations 93641 93641 93641 28583 28583

Table 3: Regressions with age and education shares as regressors. t-values
within parentheses. ** marks estimates that are significantly different from
zero at the 1 percent level, * marks significance at the 5 percent level.
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relation is misspecified.7 Another potential problem is the previously men-
tioned correlation between education and age. As younger age groups tend
to have more tertiary education they may confound an age effect with an
education effect. Of course, we also have to worry about the simultaneity
in the determination of workforce composition and productivity in this case
as well. A more positive interpretation would be to actually interpret the
coeffients as elasticities of education. In a Cobb-Douglas production func-
tion. This would then correspond to factor cost shares and the low elasticity
for tertiary education would not seem so strange since the share of tertiary
education in manufacturing and mining indeed is small. At this stage we
are still rather dubious that this interpretation really can be made consis-
tent with other facts (as for instance in Table 1). Our approach in this data
set thus seems to be limited to a rather coarse division of age groups and
education in order to yield reasonably stable results. We have, however, ex-
perimented also using categories combining age and education level. In this
specification we subdivide into age groups 16-29, 30-39, 40-49, 50-59, 60+
and then further subdivide according to education those with only primary
education, secondary education or having tertiary education. With six age
groups and three education categories this generates 18 different disjunct
cells that an employee can belong to (in fact we have some with unknown
education, due to classification problems especially in the 1980s, thus adding
another six categories to that number). It is then definitely not very mean-
ingful to include small plants in the sample, since they will in general have a
lot of empty categories. Only plants with at least 50 employees have there-
fore been considered with this specification. As remarked above we get a lot
of insignificant parameter estimates making any interpretation of the point
estimates rather loosely grounded. Anyway, the most stable configuration
turned out to be a regression of logged productivity on shares that were not
logged.8 Tables start to get very hard to read if we include all coefficients so
we only report the coefficients graphically in Figure 5. The two estimations
control for plant-specific effects and time-specific effects in one case. Also
the sample has been trimmed by removing the lowest and highest percentile
of the productivity distribution in order to avoid extreme values. Figure 5

7Some as yet unconfirmed results using straight age shares instead of logging indicate
that this education pattern tends to disappear. This supports this hypothesis but has to
be further checked.

8Such an interpretation would require a production function of the form

F (x1, ..., xn) = LA exp (β1x1 + ...+ βnxn)

being strictly convex in all factor shares, implying that doubling all inputs would corre-
spond exactly to doubling the output, no matter what the βi sums to.
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Figure 5: Estimated coefficient values with disjunct age-education shares.
Log value added per employee regressed on shares in the workforce of each
age-education category. 40-49 years old with only primary education has
been chosen as reference category.

indicates much more reasonable age patterns in the specification with only
plant-specific effects. However, secondary education still seems to dominate
or at least be fairly equal to tertiary education. Adding time effects we
get a rather implausible decrease with age in the effects of secondary and
tertiary education. The problems encountered in achieving stable and signif-
icant estimates of education-specific age patterns makes it necessary to delay
final conclusions until further research has been undertaken. Two tentative
conclusions still seems to be warranted. One is that inclusion of time effects
seems to be confounding the estimates such that the results hardly can be in-
terpreted in a reasonable way. This could be due to our inability to efficiently
control for cohort effects. Second, the peaks of education-specific patterns
indicate productivity effects being more dependent on secondary education.
This is not a unique result on Swedish data (see references above) but rather
different from what we in general find in the literature. At this point we are
reluctant to make any definite interpretation of this. The instability here
may also be a result of an oversimplified view of how the optimal combi-
nation of age and education groups is determined. We have been working
with specifications that are in effect crude linearized production relations. In
practice this may have only local validity for the particular supply and de-
mand conditions during the 12-year period we observe. Including interaction
terms to catch cross-effects seems more confusing than enlightening though,
so if that is the case we are not likely to find out using this approach.
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5 Conclusion (Tentative)

One conclusion is rather clear from this study. Age and education composi-
tion explains only a minor part of the productivity variation in mining and
manufacturing. The direct approach that we use here–to regress productiv-
ity on age group and education shares–is of limited use in order to actually
resolve the productivity effects. Concerning age the seemingly most reliable
estimates indicate that an ageing workforce would be less of a problem for
productivity than a rejuvenating one, but there is no clear indication that
education higher than secondary would provide much productivity impact at
the plant level in manufacturing and mining. Although perhaps not wholly
unexpected these results must still be regarded as highly uncertain awaiting
further studies to resolve difficulties in the estimation. It would be premature
to say much more than so at this stage of our investigation.
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A Descriptive statistics (including the mean
measures)

The descriptive statistics in Table 4 is for the initial sample with 50 employ-
ees or more, where plants with missing observations for some variable have
been deleted. These data are computed on disjunct categories, i.e. without
overlapping.
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Variable Mean Std. Dev. Min Max

Value added per employee 85.4 63.6 0.1 1466.4
(1000’s of SEK 1968)
Hours worked per employee 1.1 0.3 0 4.1
Age 16-29 primary education 13.8 30.6 0 914

Secondary education 40.2 92.8 0 2978
Tertiary education, tech. 6.9 26.5 0 620
Tertiary education, other 1.5 5 0 146
Unknown education 3.2 14 0 769

Age 30-39 primary education 17.2 30.8 0 778
Secondary education 25.3 51.3 0 2086
Tertiary education, tech. 6.4 24.9 0 956
Tertiary education, other 2.9 9.8 0 301
Unknown education 3.1 14 0 731

Age 40-49 primary education 24.4 42.6 0 993
Secondary education 23.7 48.9 0 1135
Tertiary education, tech. 3.9 14 0 521
Tertiary education, other 3.1 9.9 0 299
Unknown education 1.2 6.4 0 353

Age 50-59 primary education 23.8 40 0 781
Secondary education 14.8 34.6 0 945
Tertiary education, tech. 1.5 6.3 0 255
Tertiary education, other 1.5 5.3 0 206
Unknown education 0.5 2.2 0 89

Age 60+ primary education 8.3 14.2 0 307
Secondary education 3.9 9.6 0 300
Tertiary education, tech. 0.4 1.8 0 74
Tertiary education, other 0.4 1.3 0 40
Unknown education 0.2 0.7 0 23

Table 4: Descriptive statistics for the reduced sample’s 2770 observations on
3823 plants. Statistics have been calculated from the time averaged plant
data.
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